EVIDENCE WORKS

CASES WHERE EVIDENCE MEANINGFULLY INFORMED POLICY
ACKNOWLEDGMENTS

The Bipartisan Policy Center would like to thank the William T. Grant Foundation for their generous support for this project. The editors thank Ashley Thieme for valuable research assistance as well as multiple reviewers of earlier drafts of chapters. BPC is especially grateful to the contributors of case studies and stories contained in this volume.

DISCLAIMER

This volume is a product of BPC staff. The case studies do not necessarily reflect the views or opinions of BPC, its founders, its funders, or its board of directors. The case studies also do not necessarily reflect the views and opinions of any organizations or agencies that employ the authors. The case studies also do not necessarily reflect the views of the individual authors of other chapters.

RECOMMENDED CITATION

# INTRODUCTION

<table>
<thead>
<tr>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
</tr>
<tr>
<td>8</td>
</tr>
</tbody>
</table>

## USING EVIDENCE FOR FEDERAL POLICYMAKING

<table>
<thead>
<tr>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
</tr>
<tr>
<td>28</td>
</tr>
<tr>
<td>40</td>
</tr>
<tr>
<td>48</td>
</tr>
<tr>
<td>58</td>
</tr>
<tr>
<td>70</td>
</tr>
<tr>
<td>80</td>
</tr>
<tr>
<td>90</td>
</tr>
<tr>
<td>98</td>
</tr>
<tr>
<td>106</td>
</tr>
<tr>
<td>114</td>
</tr>
<tr>
<td>124</td>
</tr>
</tbody>
</table>

## POLICYMAKING WITH EVIDENCE IN STATE AND LOCAL GOVERNMENTS

<table>
<thead>
<tr>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>134</td>
</tr>
<tr>
<td>142</td>
</tr>
<tr>
<td>150</td>
</tr>
<tr>
<td>158</td>
</tr>
</tbody>
</table>

## DESIGNING POLICYMAKING PROCESSES FOR EVIDENCE USE

<table>
<thead>
<tr>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>168</td>
</tr>
<tr>
<td>178</td>
</tr>
<tr>
<td>186</td>
</tr>
<tr>
<td>192</td>
</tr>
</tbody>
</table>

## CONCLUSION

<table>
<thead>
<tr>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>206</td>
</tr>
</tbody>
</table>
FOREWORD

Katharine G. Abraham, former chair of the Commission on Evidence-Based Policymaking.

Ron Haskins, former co-chair of the Commission on Evidence-Based Policymaking.
In 2016 and 2017, we served as co-chairs of the bipartisan U.S. Commission on Evidence-Based Policymaking. Along with our fellow commissioners, we spent over a year studying the challenges in using data to produce evidence to serve government decision-makers.

Talking with and hearing from hundreds of people confirmed what many of us had believed for years—that all too often, there are steep barriers to producing the evidence needed to inform critical policy and program decisions. The good news is that there are solutions to the problems we heard about. Many of the recommendations our Commission made to improve the evidence-building process are now being implemented across government. Policymakers should increasingly have access to the information they need to make sound decisions.

On its own, access to information isn't enough. It’s also essential that our elected officials and government executives apply available information to their decisions in realistic and meaningful ways. While much of our work focused on the process of producing research and evidence, the desired outcome is ultimately to have this information used.

This is not a partisan issue—Republicans and Democrats alike turn to the evidence that is available to inform their decisions and would welcome better evidence. The case studies in this volume illustrate this point well, providing illuminating examples in which good evidence has had a positive effect on policy debates and decisions.

Evidence Works: Cases Where Evidence Meaningfully Informed Policy is a timely extension of the work of the Commission on Evidence-Based Policymaking. It is our hope that providing policymakers and evidence advocates with a resource for demonstrating the power of rigorous evidence will help with making the case that investments in research matter. The many examples discussed in this volume in which robust evidence was successfully applied to improve decision-making should do just that.

Moving forward, as work to implement our Commission’s recommendations continues, we would like to reaffirm the vision articulated in the Commission’s final report for “a future in which rigorous evidence is created efficiently, as a routine part of government operations, and used to construct effective public policy.” Everything we see leads us to believe this vision can be realized.
INTRODUCTION

Why the Use of Evidence Matters

Nick Hart is a fellow at the Bipartisan Policy Center and chief executive officer of the Data Coalition. Previously, he served as the director of BPC’s Evidence Project.

Meron Yohannes is a research analyst at the Bipartisan Policy Center.
The use of information in daily life to make decisions is common. Information is perceived to be easy to understand and useful. To purchase or rent a new home, for example, people use web listings to compare different properties and seek out the expertise of realtors for advice; to buy a vehicle, people search the internet to learn about car safety features or to research prices before visiting a dealer.

Decision-making about government policies is no different. It involves making decisions about how to allocate resources to meet goals. Those charged with effectively using taxpayers’ dollars for the benefit of society need solid information to make decisions. They need information to fulfill the goals of programs and policies, and to ensure that actions align with expected results.

The concept of evidence-based policymaking has gained attention in the United States in recent years. In short, the idea is to use evidence to inform how policymakers go about reaching decisions. In this context, “evidence” is specifically defined as high-quality information constructed by systematically collecting data, analyzing data with rigorous research methods, then developing conclusions that are valid and reliable about groups of people, households, families, or organizations. This definition does not include hunches or haphazardly compiled information. The term “evidence” here also does not mean the same thing that it does in a courtroom. The data and methods for evidence-based policymaking are built on efforts to understand trends in performance, gain insights about how policies and programs operate, and acquire knowledge about impacts on outcomes and results. The evidence described here typically comes from statistical analysis, policy research, data science, or program evaluation.

Most of the American public will probably respond to the concept by asking, “Don’t we already do this today?” or “If we don’t do that, what do we do today?” The reality is that policymakers use a vast array of information to make decisions—case studies, constituent priorities, electoral consequences, personal values, and evidence. These inputs are important in a democratic society. But today, unfortunately, evidence is not always the priority—or even present in some policy debates.

One goal of the evidence-based policymaking movement is to encourage decision-makers to increasingly use rigorous evidence to guide their actions. Achieving this goal does not mean evidence will exclusively be how decisions are made. In fact, rarely can a portfolio of evidence itself dictate what decisions should be made. But evidence can reduce uncertainty about the effects of a decision, can help policymakers understand the range of benefits for different policy options, and can assure the American public that officials aren’t basing decisions on faulty beliefs or misguided theories. In short, evidence can ensure that decisions rely on facts, truth, and reality.

A central tenet of evidence-based policymaking is that evidence should always have a seat at the table of inputs available for decision-makers. Proponents also conclude that it should have a prominent place at that table. It’s not that policymakers don’t want to make good decisions—they do. But policymakers may have different incentives for making decisions,
may not have access to needed information, or may have to simply interpret what is available to them, recognizing gaps and limitations. Often, policymakers must find evidence, translate existing evidence, and judge the credibility, validity, and reliability of evidence— all under the real-world time constraints of policy decisions and public administration.

In recent years, experts have focused a vast amount of attention on the supply of evidence, including how to reduce barriers to accessing data and strategies for enhancing the capacity to conduct policy research and program evaluation. At the same time, much evidence already exists, and the premise of building a supply is that the evidence will be useful to policymakers and, therefore, used.

But exclusive attention on supply poses challenges for the field. For example, even if we build a vast body of evidence on a given topic and make it available for use, but it is not used, there could conceivably be negative repercussions. One consequence could be that funders do not allocate future resources to building knowledge at all. In practice, this could very well be the greatest threat to the concept of evidence-based policymaking: that authorities perceive existing evidence to be unusable or see that it is going unused—meaning their decisions would come predominantly from other inputs. As a result, future evidence-building activities may be reduced or eliminated. If such a sequence of events took place, it would potentially undermine effective governance across-the-board.

To address this risk, policymakers will need to understand why evidence-based policymaking is worthwhile in the long run. The movement must prove itself, its value, and its usefulness.

The over-attention to supply issues in evidence-based policymaking also means that the strategies for transferring, disseminating, and sharing knowledge most effectively may be underdeveloped. The existence of evidence does not guarantee the usefulness, availability, style, or timeliness that policymakers require. There are many factors that can ultimately affect evidence use.

In fact, evidence-based policymaking itself should be, well, evidence-based. Policymakers can learn to be more effective at using evidence, generating the most useful evidence, and applying new evidence to calibrate, enhance, or improve decisions.

**WHY DISCUSS SUCCESS STORIES OF EVIDENCE USE?**

Policymaking occurs in an imperfect system. Human beings are fallible. They have limited capacity for knowledge, preexisting value systems, and a range of priorities. Even with perfect information, evidence-based policymaking doesn’t guarantee that policymakers will choose the best solution to a problem; regardless, they rarely have the luxury of perfect evidence. But if the availability of evidence can be calibrated to match and fulfill the demand from policymakers who want to make the most of it, the benefits seem clear.
Successful use of evidence can lead to better decisions that are more likely to achieve public policy goals, to produce intended benefits for the American public, and to ensure that taxpayers’ resources are being used as effectively as possible.

Does evidence really matter for decision-making? This statement can and should be evaluated.

Evidence Works is a compilation of case studies that demonstrates how evidence really did matter in reaching a policy decision. The text focuses on applying evidence explicitly to policies—as opposed to decision-making more generally, where evidence can inform decisions about individual practices or activities. Policymaking, however, is a distinct type of decision. It can include a group of practices but is ultimately characterized by the application of evidence to a government program as a legal or formalized action, such as an act of Congress, a regulation, or some other formal decision that applies broadly to a program’s stakeholders, beneficiaries, or users.

The case studies included in Evidence Works were selected because they each tell a story of success—one that program administrators, policymakers, and elected officials can learn from as they apply the information at hand toward better decision-making. The case studies offer unique insights about the challenges that decision-makers face as they grapple with uncertainty, prioritize competing information inputs, and weigh the quality and credibility of available information. Policy decisions are varied and multifaceted—so too are policymakers’ informational and evidentiary needs, which the case studies describe in detail. But success does not always mean that the solution preferred by policymakers based on the evidence came to fruition or was ultimately unchanged as further evidence came to light. Success comes in many forms, highlighting the different approaches to using evidence.

While the case studies cover a wide range of policy issues—they all have one common feature: some evidence existed before officials made a decision. The evidence used had to exist prior to the decision in order to inform the decision. In fact, if evidence hadn’t existed already, these cases would be instances of policy-based evidence-making rather than evidence-based policymaking. That subtle distinction is what this volume seeks to capture: what was the evidence available to policymakers, and how did they use it to reach a decision? To the extent possible, some of the cases even delve into the issue of why, that is, the motivation for decision-makers in using evidence as a predominant driver of their decision.

As it turns out, these questions are difficult to answer. The government’s deliberative decision-making processes (which can be something of a black box) are complex, and details about how decisions are made can be forgotten over time. The documentation for any given decision may be weak or nonexistent. In some cases, those most involved in the decision-making may be limited in what they can say publicly, even years after a decision is reached. Needless to say, there are a great many reasons more case studies are not currently available about the use of evidence in policymaking.

Given the complexities inherent to developing case studies, some of the cases in this volume delve deeper into the subject than others. The authors of each case study offer a summary of
their experience, then they discuss the availability of the evidence and how it was ultimately used. The cases vary in style. Some are academic, bureaucratic, technocratic, and even political. For the reader and potential user of these case studies, the variations in style, prose, and substantive detail also offer some insights and perspective about how different actors in the real-world policy system approach the issue of using evidence. The volume embraces these various styles to help bring the stories to life, many for the first time in the public domain.

The Bipartisan Policy Center did not compensate the authors for their contributions to the volume; each author generously volunteered time, energy, and experience. The authors of each case study participated out of a desire to tell the story and contribute to strengthening the field of evidence-based policymaking in the United States. Notably, some of the authors have conflicts of interest in writing the case studies, but their unique experiences also add to the rich context around evidence-based policymaking. Because these cases are from individualized experiences, they may not align with any specific political or ideological lens. BPC in no way endorses each author’s characterizations or narratives, nor does BPC intend to suggest that any one approach explored by the authors is the exclusive way to address a policy issue or interpret the evidence. Similarly, the authors themselves do not necessarily endorse the perspectives of any other case study author. Each case study only reflects the perspective of its author or authors.

We identified cases for the volume through knowledge of the policy community; awareness of recent, relevant, and important evidentiary issues; and discussions with members of the evidence community. While we selected 20 case studies for this volume, we explored many more as possibilities—and with unlimited time and pages, thousands more could have been included. The cases included are not an exhaustive list; they are merely the tip of the iceberg.

Similarly, the project could have made an entire volume about cases where the evidence didn’t work, where it wasn’t available, and even where it was disregarded, untranslated, or unused. The project also could have mixed and matched successes with failures. Certainly, much can be learned from failure. But in the nascent world of evidence-based policymaking in the United States, the need to facilitate, nurture, and explain successful uses is paramount. Successes offer useful and constructive insights about what enabling conditions facilitated effective and meaningful use. A study of failures, while valuable, simply cannot offer the same insights.

**THE EVIDENCE ABOUT THE USE OF RESEARCH EVIDENCE**

*Evidence Works* is also a volume that contributes to the body of academic research about evidence use and what it means. Although there are existing gaps in use when it comes to policymaking, because uses are actually widespread, a great deal is already known about the use of research evidence today. One widely accepted typology to explain evidence use suggests numerous types: instrumental, conceptual, imposed, and political.¹
Instrumental uses are those that lead to direct action resulting from research, a common expectation in society. For example, researchers or evaluators produce evidence, it directly provides a solution to policymakers’ specific questions, and policymakers immediately take the recommended action such as increasing spending or revising a certain program activity. While instrumental uses are intuitively obvious, in practice, they are difficult to observe and realize. These uses are realistically challenged by the presumption that evidence will directly and completely answer policymakers’ questions, even if incomplete information. This is not to say instrumental use is irrelevant, but to be useful, policymakers need additional contextual information.

Conceptual uses are those where users apply information to help define problems and outline the contours of potential solution sets or possibilities, recognizing the uncertainties of the public policy process. In practice, conceptual uses emerge when policymakers and decision-makers engage with information to define problems and clarify or frame their goals. This is often based on descriptive information, trend analysis, and other framing information found in implementation studies. Take for example, the unemployment rate in Cass County, Missouri, compared with the national unemployment rate over time. This basic trend analysis offers comparative information that a decision-maker can apply to understand whether a problem is relatively high or low compared with some norm.

While conceptual uses make it easier to understand programs and policies, these types of uses are not completely devoid of individual interpretations about whether an analysis is positive or negative. For example, if the unemployment rate is 4 percent, is that too high or too low? Such a judgment, while key for determining the use of the information, must be based on other inputs, values, and knowledge.

Imposed uses are those that drive actions based on evidence. Approaches to decision-making that use criteria that demonstrate a preference for evidence—even when from an unrelated context—fall within the imposition category. Imposed uses may emerge as mandates about applying some form of knowledge or even as direct methodological preferences in the creation of evidence such as “tiered-evidence” grant structures.

Political, or tactical, uses are those in which policymakers apply evidence to garner support for or opposition to a policy or issue. Practically speaking, political uses are widespread and viewed as legitimate by society, though often such uses are politically charged. Assertions of the misuse of evidence often also fall into this category. Misuse is when policymakers apply information to an argument in a manner that one political faction believes inaccurately reflects the evidence.

With political uses, policymakers can suggest the termination of programs that do not work, though no experimental evaluation alone can objectively justify resource reallocations. Political uses can also help policymakers to garner support, motivate constituencies, elicit buy-in from stakeholders, or even improve an argument for policy change. Political use may even be what drives an issue onto the policy agenda in the first place.
Taken together, each of these types of uses may be transparent and observable—or not. Much government decision-making occurs through deliberative processes that may include decisions not made public or otherwise disclosed. This issue has been one of the historical challenges for the research field examining evidence use—research relies on observable characteristics. When policy decisions are not observable, researchers may feel compelled to draw their own conclusions about the prevailing type of evidence use. This guesswork may even lead to erroneous suggestions about uses that did not occur.

Evidence use may also take the form of a mixture of the categories in the typology, because of the interconnected relationships and nature of decision-making processes. The same information could be political, conceptual, imposed, and instrumental. As a result, we consider the typology of uses only as a framework for understanding, not one to force or dictate a narrow lens about what use does or does not occur. What is a “good use” is still a values-based determination.

Rather than having an expectation of direct action, perhaps “good use” is simply a change in perspective—one that is paired with arguments about policy.

**Conditions for research evidence use**

Much has been written about evidence use regarding enabling and disabling conditions. The enablers tend to focus on (1) the role of brokers to communicate and engage in knowledge sharing; (2) the capacity and infrastructure for individuals in organizations to prioritize evidence; (3) transparency mechanisms that foster a supply of information and public incentives to encourage accountability; and (4) trusted relationships between producers and users.

Enabling conditions recognize that multiple factors work in concert to facilitate use, which encompasses dissemination, sharing, and system-based approaches. In many ways, enabling conditions reflect ideas that may also be at the heart of effective policymaking, such as explaining concepts clearly, addressing context, maintaining credibility, promoting leadership, offering support, integrating systems, engaging stakeholders, and reflecting on lessons learned to improve.

Sometimes unexpected characteristics can constrain evidence use—or at least add to the perception that the evidence is constrained. Overt partisanship through imposed political decision-making could be one such characteristic; it may appear as a lack of trust between policymakers. Within administrative agencies, litigation risks related to regulatory actions are also a potential reason for some limits to use. There may also be negative incentives or benefits for programs and policies with unknown outcomes—particularly, if there’s a perception that a policy is more effective than it actually is. Other barriers include clarity, relevance, reliability, timing, opportunities, costs, or even the skill sets and capabilities of the policymakers themselves.
Policymakers often perceive evidence as going unused. Gaps in the research-policy framework certainly exist. The William T. Grant Foundation, among others, has invested serious time and energy to identifying these gaps and building knowledge about strategies for better evidence use. Yet big questions remain, such as whose responsibility is it to foster use? The policymaker? The researcher? The American public? These questions are even more complicated when it comes to U.S. federated democratic governance, which has multiple policy systems and varying conditions that may affect use. Congressional decision-making processes differ from the executive branch agencies. State and local governments often must consider changes in federal laws and policies, which affect their decisions at the subnational level, often dictating certain limits or policy prescriptions that enable or constrain use.

The policy system is adaptive, interconnected, and highly complex. However, the use of research evidence is not only possible; it also actually happens to create effective public policy.

**Organization of the Volume**

*Evidence Works* is a compiled volume of evidence use case studies that readers can either examine independently or in their totality. The goal is to provide a useful resource that informs practitioners and policymakers about how they might go about applying evidence to decisions, the relevance for a range of policy domains, and the prevalence of evidence use today.

The first section of case studies focuses on federal policies. Cases 1 to 4 focus on actions that required the involvement of policymakers in both Congress and the executive branch. Case 1 outlines how information acquired over decades about the Earned Income Tax Credit affected various proposals to expand the policy and offers insights about how this information influenced the 2017 tax reforms. Case 2 describes a major debate about the Social Security Disability Insurance program and how Democrats and Republicans viewed evidence in developing a consensus recommendation for program improvements and sustainability in 2015. Case 3 examines key reforms to the country’s workforce and employment training provisions, which have been subject to impact evaluations for decades. Case 4, delves into the intricacies of the Family First Prevention Services Act, which offered the first major national reforms to the country’s child welfare system in 40 years, shifting resources and attention from service delivery to preventative services.

Cases 5 to 9 consider major reforms undertaken in the executive branch or initiated by federal agencies based on decisions driven by political appointees or through formal regulatory processes. Case 5 describes an overhaul of the country’s child-support enforcement regulations, applying evidence to ensure children not living with both of their parents were able to get the support they needed. Case 6 features a discussion of reforms the Department of Defense put in place to promote early education and childhood development centers at bases around the world for the benefit of families of military personnel. Case 7 outlines the process and decision points for a proposal to transform the national energy assistance subsidies for low-income households. Case 8 examines how the federal housing
The next section of case studies focuses on state and local government decisions. While the previous sections offer valuable lessons that may generalize to other contexts, state and local decision-makers are faced with different constraints and more localized constituencies. Case 13 highlights how Seattle and King County, Washington, developed a strategy to modify food-safety inspections and communications to the public. Case 14 describes the process of adopting an evidence-based policy, and modifying it, to reduce incidences of child neglect in Colorado. Case 15 demonstrates how policymakers applied evidence to improve early literacy programs and help children prepare for academic success in Tennessee. Case 16 explores an innovative approach to policing policies and community interactions in Washington, D.C., where officials assigned body cameras to the police force, highlighting what happens when evaluation findings do not validate preconceived notions.

The final section of case studies offers a completely different mix of stories about evidence use—they each include programs specifically designed to promote evidence use. Even using an evidentiary approach, policymakers still grappled with certain policy reforms. But each case offers a different strategic lens to encourage evidence use in policymaking, so that it ultimately affects practices and program activities. Cases 17 through 19 describe applications of a tiered funding framework to allocate resources based on the level of knowledge about an intervention and how it affects decision-making for the Teen Pregnancy Prevention Program, Nurse Family Partnerships and Home Visiting, and competitive education grants. A final case study delves into another approach that connects the demand for evidence with use, followed by policy action. Case 20 tells the story of how the creation of the U.S. Commission on Evidence-Based Policymaking produced evidence that reformed national policies about the use of data, program evaluation, and the federal statistical infrastructure.

The volume concludes with a brief cross-case analysis, teasing out major themes and lessons relevant when looking across the cases. The aim of the concluding chapter is to present useful information for policymakers, to encourage better use of evidence, and to advance
insights for the research community as it considers strategies and approaches that more effectively enable evidence-based policymaking in the future.

**OUR VISION FOR MOVING FORWARD**

In the Information Age, providing insights to make better decisions must be recognized as a prudent practice. But does the information make a difference? Does the evidence available for important decisions matter? Does it result in better decisions?

This volume of case studies explores questions about the use of evidence in a salient and accessible way. The cases in *Evidence Works* demonstrate how decision-makers can meaningfully apply and use evidence while addressing important policy questions.

By beginning to better tell successful stories of evidence use across a range of types of rigorous evidence and decision styles, we hope others will come forward to tell their stories as well. As a result, the field will increasingly become better at explaining not just how to go about using evidence to inform decisions, but also why the activity is far more common than many realize. As the knowledge about successful evidence use increases, policymakers will become better positioned to truly evaluate evidence-based policymaking and to determine whether the lofty ideal is achievable and worth the cost.

---

5 Ibid.
USING EVIDENCE FOR FEDERAL POLICYMAKING
1. EARNED REPUTATION

The Earned Income Tax Credit

Ben Harris is the chief economist and senior advisor at Results for America. He also serves as the executive director of the Kellogg Public-Private Interface at Northwestern University’s Kellogg School of Management. Harris was also the former chief economist and economic advisor to Vice President Joe Biden.

Maia Jachimowicz is the vice president for evidence-based policy implementation at Results for America. She previously served as director of policy in the Office of the Mayor for the City of Philadelphia, where she directed the research, design, and execution of public policy across a range of issues.
The Earned Income Tax Credit (EITC) is one of the premier pro-work and anti-poverty programs in the United States. Roughly 27 million low-income taxpayers receive the credit annually, with an average benefit of around $2,500. Since its introduction in 1975, dozens—if not hundreds—of researchers have evaluated the EITC, giving it a near-uniform consensus that it boosts labor supply, reduces poverty, and contributes to the long-term well-being of recipient families.

The EITC is a tax-based wage subsidy for low-income workers. Its value is based on a complicated series of factors, including household filing status, earnings, income, and number of children. For each filing status and number of children, the credit features three separate income ranges: (1) a phase-in range, whereby the value of the credit grows with each additional dollar of earnings; (2) a plateau, under which taxpayers receive the maximum credit but don’t earn an additional subsidy for more earnings; and (3) a phase-out range, whereby the value of the credit declines with higher earnings.

While the fundamental structure of the EITC is the same for all eligible taxpayers, the particular subsidy rates, income ranges, and maximum credits differ substantially by filing status and number of children. Notably, the credit is worth very little to taxpayers without children, with a maximum credit in 2018 of just $519 for childless households. Meanwhile, the credit to taxpayers with three or more children was as high as $6,431 in 2018.

A few other characteristics of the EITC bear mentioning. It is only available to workers ages 25 to 64 in large part to address concerns about the scope of the recipient pool; college students and Social Security beneficiaries, for example, may have temporarily low-earnings but may not be considered low-income. The credit is also refundable, meaning that taxpayers
with no or little income tax liability will still benefit. Like other tax credits, the EITC pays out annually, with taxpayers generally receiving benefits in late winter or early spring in the form of an income tax refund.

The credit is not without shortcomings. The EITC suffers from error rates of between 22 and 26 percent, which are high relative to other tax expenditures received by low- and middle-income households. Also, the phase-out rate effectively creates an implicit tax on workers, which can have the opposite impact than intended for this group. The EITC is also complicated for many taxpayers, who often chose to use a paid-preparer—diminishing the net value of the credit. Lastly, the EITC’s once-a-year delivery has been criticized by those who argue that it would be more effective if taxpayers could claim a portion of the credit throughout the year.

Perhaps due to the positive evaluations, the federal government has periodically expanded the EITC, with major expansions in 1994 and 2009. A host of other expansions have been proposed, including by the Barack Obama administration, Donald Trump’s presidential campaign, and think tanks like the American Enterprise Institute, the Brookings Institution, and the Urban Institute. Despite bipartisan support for expansion, the credit was not directly changed in the 2017 tax bill that overhauled the individual income, corporate, and estate tax codes. And because that tax legislation slowed the rate of inflation for tax parameters, the value of the EITC will decline over time. To many observers, the lack of a 2017 EITC expansion was a curious and unfortunate omission given the sizable evidence of its positive impact and the Trump campaign’s plan for a substantial EITC expansion.

Notwithstanding congressional actions in 2017, most policymakers recognize the EITC as one of the great applications of evidence to improve economic security. In particular, the EITC is an example of the potential power of evaluating the $1.6 trillion tax expenditure budget—which typically escapes scrutiny within the federal budget system. Indeed, introducing regular and formal evaluations to tax expenditures can markedly improve the application of trillions of dollars in tax expenditure spending to improve the lives of American families.

ISSUE BACKGROUND

In 1975, legislators passed the EITC as a response to a growing concern over the number of families receiving welfare benefits, which had risen from 1.1 million to 3.1 million over a few years. Senator Russell Long, concerned about the disincetive effects of unconditional cash transfers, proposed a “work bonus” plan that would provide a modest subsidy on low levels of earnings. The first iteration of the EITC was a nonrefundable credit equal to 10 percent of a low-income taxpayer’s first $4,000 in earnings, with a maximum credit of $400 (or about $1,800 in 2018 dollars). The credit phased out between $4,000 and $8,000 in income. The credit was also justified as a way to help boost consumption in the face of the 1974 recession.
The policy goals of the EITC have historically helped the tax credit to enjoy bipartisan support. The progressive structure of the program—which raises living standards by offsetting taxes based on a taxpayer’s ability to pay—tends to appeal to Democrats. Meanwhile, Republicans (as well as many Democrats) tend to value the program’s design to encourage and reward work. President Ronald Reagan called the program “the best anti-poverty, the best pro-family, the best job creation measure to come out of Congress.” President Barack Obama called for an expansion for childless workers in his 2016 State of the Union address: “America is about giving everybody willing to work a chance, a hand up, and I’d welcome a serious discussion about strategies we can all support, like expanding tax cuts for low-income workers who don’t have children.” Today, politicians ranging from former House Speaker Paul Ryan to Senator Sherrod Brown support the credit’s expansion to achieve certain policy goals.8

Policymakers expanded the EITC periodically between its inception and, most recently, in 2009. These expansions became permanent in 2015. In broad strokes, expansions included both increases to the value of the credit and to those eligible to receive it. At times, Congress also implemented eligibility restrictions, such as the requirement that only those with less than $3,500 in investment income could receive the credit. Notable expansions include increases to the maximum credit in 1978 and 1986; increases to the maximum credit overall, and for larger families in particular, in 1990 and 1993; and a higher credit for large families in 2009.

Various expansions have still left holes in the program, the most glaring of which is for childless workers—who receive a maximum benefit of about $500. There are other eligibility concerns, such as a lack of benefit for older and younger workers, and a lack of equity for one-child households. On the latter concern, for example, equalizing the one-child EITC with the two-child EITC in “equivalence scale-adjusted terms” would require boosting the credit for one-child families by about $1,000.9

Compliance and administration have also been a persistent concern, as noted above. Some conservative politicians and analysts cite a high rate of fraud in the program, including, for example, providing false income or filing status information.10 Progressives often worry about the low rate of claiming among eligible households, with about 20 percent of eligible taxpayers choosing to forgo their credit. Policymakers and analysts across the ideological spectrum also cite concerns around complexity, including the high rate of unintentional errors in filing, the widespread need for paid preparers, and the subsequent relatively high levels of enforcement resources the IRS devotes to the EITC. Much of this administrative error is due to the difficulty taxpayers have claiming the correct number of dependents. For example, parents filing separate returns can make errors when indicating the number of children in a given household.11
EVIDENCE AVAILABILITY

The EITC is exceptionally well-evaluated. Dozens of high-quality studies in peer-reviewed journals have reached a near-consensus about the positive impacts of the EITC. Researchers and evaluators generally agree that the credit boosts labor supply (especially among single parents), lowers poverty rates, and contributes to the long-run well-being of households. Points of disagreement tend to center around the EITC’s net cost in terms of lost revenue, drawbacks related to improper claiming, and, more fundamentally, whether it makes sense to address progressivity concerns through tax-based subsidies.

The plethora of studies devoted to EITC evaluation is due to a host of factors, including differential treatment among similar families (for example, two-child versus three-child families), periodic changes in the program parameters, and state-level variation—all of which allow researchers to identify the causal impacts of the program. In addition, widespread availability of microdata on the labor market and tax returns have enabled researchers to conduct several high-quality studies on the relationship between the EITC and changes in work patterns. In many cases, some of the most convincing and robust studies on the EITC arose from securely linking administratively collected tax records with confidential data from large, representative surveys.

The sheer number of studies makes it difficult in this short brief to summarize the key economic findings. Some of the more important results include findings that the EITC significantly increases labor force participation among unmarried women, but can discourage work among married women. The EITC has a positive impact on infant-birth indicators, such as low birth weight and premature birth, and maternal well-being, such as decreased risk factors for strokes and heart disease. Vis-à-vis the long-term impacts of childhood exposure, the EITC significantly boosts high school and college completion rates, as well as the likelihood of employment in adulthood. Also, a recent working paper estimates that 87 percent of the gross costs of the EITC are offset through higher tax receipts and reduced expenditures for public services.

EVIDENCE USE

The EITC has enjoyed consistent support and periodic expansions over the past half-century. This is due to the program’s broad, bipartisan appeal and its demonstrated positive and sustained impact on increasing labor force participation and decreasing poverty, among other outcomes of national interest. As noted above, the EITC has enjoyed regular expansions since its inception in the 1970s.

Due to the EITC’s positive impact, documented through numerous rigorous evaluations, policy discussions about the EITC most often revolve around how to enhance its reach and impact. For example, an especially popular proposal to enhance EITC suggests addressing
the disparity in the value of credits for childless workers. In recent years, this approach has been endorsed by President Obama, former Speaker Ryan, and a bipartisan panel of experts commissioned by the Brookings Institution and the American Enterprise Institute to propose solutions to lack of opportunity in America. Other notable proposals include a 10 percent increase in the value of the credit, a $1,000 increase for single-child families, and a plan to make older workers eligible for the credit.18,19,20

More recently, in the absence of federal action, state and local policymakers found ways to expand the EITC’s impact. There are many subnational efforts to provide state and local tax relief through state and local EITCs. To date, 29 states, the District of Columbia, Guam, Puerto Rico, and some municipalities adopted a state or local EITC credit. The first state EITC was enacted in 1986 in Rhode Island.21 These state or local programs typically use federal eligibility rules, and policymakers structure them as some percentage of the federal credit, with five states offering nonrefundable credits and 24 states and Washington, D.C., offering refundable credits. The generosity of the credit varies substantially among states. For example, Maine provides a nonrefundable 5 percent state EITC in addition to the federal credit, while New Jersey offers a 37 percent refundable credit. In recent years, many states have been expanding their EITC programs, with plans that range from higher credits to increased access, to switching from a nonrefundable to refundable credit.22

The connection between the EITC and the use of evidence is not all positive. First, for example, in contrast to direct and mandatory spending, the $1.6 trillion tax expenditure budget—including the EITC—is subject to almost no formal review.23 Thus, while evaluators have provided extensive evidence on the merits of the credit, there is limited knowledge about how it interacts with other tax expenditures or how it compares with different tax-based approaches for achieving social objectives. Second, the recent Tax Cuts and Jobs Act of 2017 failed to expand the EITC, despite having granted $2 trillion in net cuts to taxpayers—including the expansion of many provisions that have limited or no evaluations. Legislators prioritized many other approaches with few or no evaluations over the EITC, leading many observers and advocates to question why policymakers did not include the credit’s expansion—especially given the credit’s well-documented impact on labor supply in a time of widespread labor shortages.

In sum, the EITC has enjoyed regular bipartisan support throughout its near half-century of existence. It has been expanded at the federal level in every decade since its creation. It has been adopted by the majority of the states. And several policymakers have proposed expansions in the program to address shortcomings with the U.S. economy. These regular and widespread expansions coincide with decades of positive evaluations of the program’s impact and cost-effectiveness. While it is impossible to state how the EITC may have fared in the absence of existing evaluations, it appears to be one of the great success stories in evidence-based policy.
• **Evidence of impact sustained the program.** A wide body of rigorous evidence demonstrating the positive impact of the EITC on labor force participation, reducing poverty, improving maternal and infant health, and enhancing adult earnings has helped sustain and expand the program over the past 40 years. The broad and consensus research around the EITC appears to have helped propel its federal and state expansion and led to many calling for more resources devoted to the credit. In particular, policymakers from across the aisle often agree that they should sustain, an even expand, the EITC to enhance credits for childless workers.

• **Bipartisanship affects perceptions.** The broad bipartisan support of the EITC’s policy goals—encouraging and rewarding work while raising living standards for the poorest workers—also contributes to the program’s popularity.

• **Continuous and consistent evaluation is needed.** The lack of formal mechanisms for evaluating tax expenditures is a shortcoming that fails to recognize the EITC as more effective than other expenditures. Evaluations should be formalized into a more coherent and comprehensive review of the $1.6 trillion tax expenditure budget.

• **Evidence may not change politics.** The omission of an EITC expansion in the Tax Cuts and Jobs Act of 2017 represents a failure of Congress to use existing evidence to make informed decisions about tax expenditures, as legislators prioritized other tax cuts with few or no evaluations over the EITC.


2 To illustrate, consider the value of the credit for taxpayers filing as “heads of households” with three or more children. In 2018, the phase-in range for this household is between $0 and $14,290 in annual income, with these taxpayers receiving an additional wage subsidy of 45 percent on additional earnings. The plateau is between $14,290 and $18,660 in annual income, with taxpayers receiving the maximum credit of $6,431 in this income range. The phase-out range is between $18,660 and $49,194 in annual income, with taxpayers in this range losing 21.06 percent of each dollar earned to a lower credit.

3 The maximum credit is $3,461 for households with one child and $5,716 for households with two children.


2. DISABILITY POLICY

Saving Disability Insurance with the First Reforms in a Generation
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For 150 million workers in the American labor force, the Social Security Disability Insurance (SSDI) Program offers a critical backstop that provides income support if a worker cannot remain employed due to a medical impairment. Through payroll taxes, the American workforce contributes to this government insurance system that mitigates the consequences of long-term disability on employment. As of 2019, the SSDI program has 11 million beneficiaries and costs $140 billion per year, and it remains available as a form of insurance for the millions of workers in the contemporary American labor force. Given its size and scope, the program is often the center of major policy debates about the federal budget and how to best deliver anti-poverty services while encouraging employment.

ISSUE BACKGROUND

In 2016, for the first time since 1983, one of the trust funds that support the Social Security program was facing a shortfall in funding. The shortfall could have prevented the timely and complete payment of anticipated benefits. Actuaries projected that the SSDI Trust Fund would run out of money by the end of the year. If that had happened, the program would be solely funded each year based on the revenues generated, a challenge given the demographics of the program suggest it needed more funding in the near-term. By some estimates, if Congress and the president had not addressed the funding shortfall, benefits would have been reduced by about 20 percent.¹

Several key factors contributed to the funding shortfall, chief among them that the program now covered more women in the labor force. However, there are other factors that added to increased costs, such as improper payments, high administrative costs, and a lack of innovation. With numerous critics of the SSDI program from across the political spectrum,
the run-up to 2016 was an auspicious time to look toward SSDI reform—especially given the need to address the funding crisis while balancing partisan goals, improving administrative effectiveness by reducing improper payments, and strengthening the overall program structure.

Congress took the first step by sending a signal about how it would address the funding shortfall. In January 2015, the U.S. House of Representatives included a directive in the rules that guide the legislative chamber’s operations requiring the body to meet certain conditions. Many members of Congress did not understand that Social Security is composed of two distinct trust funds—one that covers the retirement program (Old-Age and Survivors Insurance) and one that covers disability insurance. The House passed a set of rules that prevented simply transferring money from the retirement trust fund to the disability trust fund, without also including policies that would improve long-term balance between revenues and expenditures.

This technical requirement added to the House rules was a marker set by Republicans; they wanted to achieve efficiencies in program expenditures in exchange for addressing the funding solvency. It was also a partisan maneuver by Republicans, opposed by many Democrats, that created a backlash from disability groups who opposed larger reforms to the program that could result in reduced payments for beneficiaries. The action created a commitment mechanism for House Republicans that would require them to make a serious legislative push toward making reforms to Social Security that would have a meaningful fiscal effect.

Following the House rule, the White House weighed in on a preferred approach to addressing the funding shortfall as part of its annual budget submission to Congress. The president’s fiscal year 2016 budget proposal declared that the federal government needed a politically acceptable plan to address the funding shortfall within the current fiscal year. The administration proposed a temporary fix, transferring money from another part of Social Security to fill in the gap. The proposal recognized the approach that Congress had used previously to address funding shortfalls. The White House’s budget proposal also included several small reforms to modify the program that would generate budget savings in line with the expectation of the initial congressional actions on the topic.

Both Republicans and Democrats in Congress as well as the executive branch acknowledged the necessity and time sensitivity for addressing the funding shortfall, which was a signal of consensus on the core problem. But how to go about fixing the shortfall required additional dialogue.

Partisan goals for reform

Not surprisingly, Republicans and Democrats had overlapping and diverging goals in considering the financial sustainability of disability insurance. In the House, then-Social Security Subcommittee Chairman Sam Johnson laid out four goals that Republicans wanted to achieve when reforming the SSDI program:
1. Ensure benefits continue to be paid to individuals with disabilities and their family members who also rely on them;

2. Prevent a 20 percent across-the-board benefit cut;

3. Make the SSDI program work better; and

4. Promote opportunity for those trying to return to work.

These goals provided little in the way of specificity, but House Republicans proposed multiple bills that strategically advanced the position. Additionally, at the beginning of the 114th Congress, House Republicans made it explicit in the rules package that improving the financial outlook for the combined Old-Age and Survivors Insurance and SSDI trust fund was a goal of theirs as well.

On the other side of the aisle, congressional Democrats and the White House also had well-defined goals:

1. Ensure that the SSDI program remains on solid financial footing; and

2. Prevent any unnecessary programmatic changes that may harm individuals with disabilities or their families.

**Improper payments**

Improper payments arise when individuals are either paid too much or too little based on their eligibility and history of earnings. From the beneficiary’s perspective, the SSDI program’s rules and reporting requirements can be confusing, and it is not clear how large benefits should be in a given time period. From a government perspective, there are clear rules used to calculate benefits—rules that beneficiaries must legally follow.

Both Republican and Democratic staff of the House Ways and Means Committee had long expressed concerns about the high level of improper payments to beneficiaries on the SSDI program.\(^3\) As a consequence, and due to a policy of tracking such payments, the Social Security Administration could determine the general causes that contributed to a lack of knowledge about real-time earnings from beneficiaries and administrative computational errors that affected calculated benefits.\(^4\)

The practical and political consequences of improper payments are significant. If a beneficiary receives overpayments for an extended period, it is possible he or she could receive tens of thousands of dollars in improper benefits that were not legally permissible. For a beneficiary with limited earnings or assets, finding out that he or she owes tens of thousands of dollars back to the federal government presents a severe financial burden for that person and his or her family.
Politically, some Republicans thought that overpayments could also discourage beneficiaries from attempting to return to work. The work-incentive rules in the program are incredibly complex, and it can be difficult for an individual to understand how and when he or she can work. Against the backdrop of possible financial repercussions for overpayments, SSDI beneficiaries often decide that it is not worthwhile to return to work.\(^5\)

**Program structure**

As noted above, the rules for implementing the SSDI program are complex. Congressional Republicans perceived that the structure of the SSDI program discouraged beneficiaries from returning to work. One rule, for example, establishes a period of time in which beneficiaries can begin to work—the trial work period. During this period, beneficiaries begin receiving some incentives when they cross an $850-a-month threshold; for a defined time period, the program does not reduce disability benefits to compensate for newly earned income. A separate rule establishes a threshold at which the program deems an individual back in the workforce for “substantial gainful employment” and therefore no longer eligible to receive SSDI benefits. This level begins at $1,080 of earnings per month.

There are two main reasons why Republicans thought that the trial work period and the substantial gainful employment rules discouraged work. First, individuals with disabilities face a difficult time obtaining and sustaining costly health insurance; the SSDI benefits can obviate the cost of health insurance because the program’s benefits are eligible for Medicare. Second, some qualitative information suggests that beneficiaries are concerned they will be assessed overpayments if they work too much.\(^6\) Thus, Republicans said that these issues, combined with the complexities of return-to-work incentive programs, drove down beneficiaries’ work participation rates.

Democrats also long acknowledged the challenges with returning to work for program beneficiaries, but that knowledge was relatively limited about how to encourage such approaches. Both Republicans and Democrats agreed that improving recipients’ work participation and reducing overpayments were laudable goals. However, there was disagreement over how best to achieve those goals.

**Evidence availability**

With clear political goals and the issues well-framed for consideration, the White House and Congress could consider the body of evidence to determine a consensus-based approach to move forward in addressing the SSDI program’s future. Fortunately, to support these policy discussions, the Social Security Administration had a vast amount of administrative data, or information collected through the course of implementing the program, that could be readily analyzed because they were well-organized and high-quality data. The agency also funded a series of demonstration projects to test out new ideas and potential policy options for consideration over the prior decade, though with mixed results.
Evidence about program characteristics and improper payments

All this capability was available to support the political and policy debates about potential reforms. Much of the overarching program background and framing was summarized in a report released by the White House in July 2015, with the goal of focusing public and political attention on the need to address the funding shortfall. The descriptive statistics and trends provided in the report about the program’s beneficiaries were intended to characterize how the program works, who the program serves, and why benefits only address a portion of beneficiaries’ pre-disability earnings. The report also identified that perceptions of fraud were an issue the program faces, though in practice a rare occurrence.

Evidence about program incentives

In Congress, committee staff spent six months working with the Social Security Administration to develop a better understanding of the characteristics of individuals’ earnings and the challenges they faced, as well as the administrative challenges to reducing complexity and improving incentives. During this time, congressional and agency staff analyzed administrative data and developed new insights, including that overpayments in a related program—Supplemental Security Income (SSI)—were typically much smaller, even though SSI program has more beneficiaries. SSI beneficiaries also typically saw higher work participation rates than the SSDI program. Based on the information at hand, Republican staff concluded that the difference in work rates was likely due to a combination of beneficiaries’ fear of losing health insurance, fear of overpayments, and a sharp disincentive to work embedded in rules of the SSDI program.

Looking at the same data analysis, Democratic staff in Congress generally argued that earnings reported by program participants were an accurate reflection of work capabilities. This perspective was not necessarily consistent across the Democratic field, however. A former economist at the White House noted several years prior that “labor supply disincentives are inherent in any transfer program with imperfect screening for need.” In other words, without perfect information about how to assess individual needs of beneficiaries in the workforce, there will likely be cases where some beneficiaries could reasonably return to work.

Past demonstration projects to test innovations

Parts of this collective knowledge and the perceptions about incentives were based on studies that Congress mandated in 1999, called Ticket to Work and the Benefit Offset National Demonstration. Both projects have been criticized for being unsuccessful at achieving the goal of helping beneficiaries return to work.

Ticket to Work aimed to provide some program beneficiaries with the ability to join a network for employment supports and to have third-party providers support efforts to improve earnings and employment. Study results were disappointing as most who were eligible never sought to use the services; thus, it had little impact on SSDI outcomes of interest.
The Benefit Offset National Demonstration sought to test whether providing beneficiaries with better information about benefits in addition to slight changes in the rules would increase the likelihood of individuals returning to work. The initial results from the study were underwhelming and suggested the additional services did not increase earnings for beneficiaries.  

A separate study looking at mental health disorders and their effects on returning to work; concluded that beneficiaries often have insufficient access to services and treatments. Thus, the conditions themselves impede returning to work. But when those with mental health disorders do return to work, beneficiaries are more likely to have earnings, though not statistically more likely to leave the program. At the time, long-term follow-up information was not available from that study, leaving a vast amount of uncertainty about whether the odds of employment truly improved for the longer time frame policymakers were interested in understanding.

This vast array of information, including past experimental evaluations, descriptive statistics, and on-demand data-analysis capabilities, was available to support policymakers in 2015 to develop a consensus solution to address the broader funding dilemma for the SSDI program.

**Evidence Use**

When Congress and the White House were considering the SSDI reforms as part of the Bipartisan Budget Act of 2015, the application of evidence focused on four key areas: (1) clarifying program rules, (2) incentivizing beneficiaries to return to work, (3) ensuring funding was available to sustain current benefits, and (4) filling knowledge gaps for future reforms. Evidence served as a foundation for Republican and Democratic staff in bridging political divides about developing a solution for proposed disability reforms.

**Applying evidence to reduce overpayments**

Evidence in the form of descriptive statistics and trend analysis provided by the Social Security Administration offered insights about the need for strategies to reduce overpayments. Both Republican and Democratic staff in Congress, noting the relative complexity of the SSDI program versus SSI, agreed that some simplifications in rules were well justified.

Making the program administratively simpler and more straightforward for the beneficiary to understand was one strategy to reduce overpayments based on lessons learned in other programs. Congressional policymakers translated this goal into a strategy to modify how the program counted wages to determine benefit payments. Prior to the Bipartisan Budget Act of 2015, the program counted wages at the point in time when they were earned, not when they were paid. Changing the default for how this calculation occurred meant beneficiaries and caseworkers could use paychecks to validate and verify information.
EVIDENCE SERVED AS A FOUNDATION FOR REPUBLICAN AND DEMOCRATIC STAFF IN BRIDGING POLITICAL DIVIDES ABOUT DEVELOPING A SOLUTION FOR PROPOSED DISABILITY REFORMS.
Another change to reduce the administrative complexity of the program was a new approach for either estimating or imputing wage data online. The SSI program already used this feature, which was not previously allowed for the SSDI program. By making the small change to the point in time at which earnings are determined (earned versus paid), the estimation of earnings was also possible. The need for this small policy reform was informed by acknowledged gaps in data quality from self-reported data, which had to be addressed in order to reduce potential inadvertent overpayments.

**Encouraging beneficiaries to return to work**

Despite past research and demonstration projects aimed at most effectively encouraging beneficiaries to return to work, policymakers faced an array of uncertainty about how to change the rules to do so. This was an area of strong disagreement between Republicans and Democrats, especially when it came to acknowledging how much the administrative program disincentivized work through the “cliff effect.”

Without sufficient information about how to inform this decision, policymakers still had to take the best action possible. Republican congressional staff favored an approach called a “benefit offset,” which credits beneficiaries for a certain period or for a certain portion of their earnings, ensuring that if they return to work, the program does not immediately deem them ineligible. Democratic staff perceived a benefit offset could unfairly harm individuals who were working more than the offset, and therefore it would have some negative consequences for current beneficiaries. Using the analysis provided by the Social Security Administration, congressional staff concluded the typical wage for a working individual on disability insurance was one that maintained a critical threshold.

Congressional staff on both sides of the aisle viewed this analysis as vindication for their respective views. For Republicans, the result of the analysis suggested individuals were keeping earnings just below this threshold because the beneficiaries did not understand the work incentives, were afraid of receiving overpayments, or did not want to risk losing health insurance provided by the program. Separately, Democratic staff concluded that the threshold was below “substantial gainful employment,” and, therefore, individuals were clearly working at their full capacity.

Despite the disagreements about how to interpret the information, both Republicans and Democrats agreed about the need to ensure individuals were able to work at their full capacity. In this case, instead of modifying the rules with vast uncertainty, policymakers opted to test different approaches to learn more about what effect such a benefit offset proposal would have on individuals. The law included direction for the Social Security Administration to develop and launch a targeted pilot project and evaluation to inform future efforts to reform the program.
Reallocating funding to sustain benefits

Since the original issue at hand, which instigated the need for program reform, was a disparity between revenue and expenditures, Congress and the White House quickly agreed that fulfilling the reallocation of funds from one part of Social Security to another was desirable and unavoidable in the near-term. This goal was, in part, fulfilled because of the availability of an extensive amount of information about program participant characteristics made available by the agency, stakeholders, and even White House documents. For example, one analysis highlighted the number of beneficiaries in each state, their average earnings prior to entering the program, and the amount they received in insurance payments as a way to highlight the geographic distribution of the participants in the program as well as the fact that individuals receive only a portion of their pre-program earnings through the insurance payments.

With the framing about the need for benefits well established, policymakers quickly agreed on a financing solution that was contingent on the other reforms. The consensus reallocation was based on the proposal developed by the White House and was consistent with the requirements built into the controversial House rules package.

Preparing for future reforms

Finally, policymakers in both the White House and Congress recognized the need to continue learning about how to improve the program. While the Social Security Administration conducted past demonstrations and evaluations, the agency’s ability to consistently test new ideas was limited based on the way the program’s law was written. Accepting a proposal from the White House—which was a priority for the Obama administration in negotiating reforms—policymakers agreed to renew this ability to test new ideas, albeit only for a limited period.

While not discussed here, the Bipartisan Budget Act of 2015 also included numerous other reforms for different parts of Social Security that were similarly informed by available evidence or program insights from relevant analyses. These additional reforms included changing medical-review requirements for cases, expanding fraud investigation capabilities, changing the rules about certain credible sources of medical records to justify claims, increasing penalties for fraud or errors, enabling data matching to electronic payroll providers, and closing certain loopholes in the programs. While the available evidence was not perfect, the important policy debate highlights both that policymakers are eager to use the best information available and that they must make decisions despite uncertainty, decisions that aim to achieve political goals and program improvements.
LESSONS

- **Analysis of administrative records was foundational.** At multiple points in the policy debates about how to proceed in decision-making, analysis of existing administrative data was incredibly informative in helping policymakers understand the starting point and even the bounds of potential reforms. Without these data collected by the government, policymakers would remain uncertain about how to develop solutions and how to agree on them.

- **The lack of impact evaluations limited action.** Because the Social Security Administration had limited success in completing impact evaluations for the SSDI program and in determining various interventions or reforms for consideration, policymakers were constrained in how much they could act. While some could view this as a beneficial feature for those who argue against any program change, the lack of information also prevented bipartisan consensus on potential reforms that could have drastically improved beneficiaries’ quality of life.

- **Existing evidence did not eliminate political value systems.** As the example of the program incentives policy change highlights, when faced with uncertainty policymakers still applied political value systems when making a final decision. In this case, they decided not to take action until further information was available because of the political disagreement. But the value systems also enabled and supported the generation of new knowledge with the goal of using that evidence in future reforms.

- **Staff served as critical decision-makers in support of elected or appointed policymakers.** During the policy discussions for potential reforms, congressional staff and senior appointees at the White House and the Social Security Administration facilitated the dialogue about reforms and engaged in the effort to use evidence. Their collective advice resulted in recommendations to elected members of Congress or the president in determining whether to pass and sign the Bipartisan Budget Act of 2015.

- **The use of evidence was iterative and varied.** Analysts developed some evidence during the debates about policy reforms, rather than relying solely on evidence that existed prior to the discussions. Because of this, policymakers had a portfolio of evidence available to them that included statistics, performance metrics, implementation studies, and some impact evaluations.
3. TRAINING POLICY AT THE ONSET OF THE GREAT RECESSION

Too Important to Let Evidence Intercede
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Policymakers’ twin goals of assuring that the skills of the workforce align with the needs of the modern economy and that workers with skill deficits receive support have resulted in a long line of laws that seek to provide worker training. Modern federal support for job training dates to the 1960s, when President John F. Kennedy’s administration introduced the Manpower Development and Training Act as part of its anti-poverty program.¹

Enacted in 1998 at a time of near-full employment, the Workforce Investment Act (WIA) replaced the 1982 Job Training Partnership Act (JTPA) incorporating the welfare-reform agenda that was dominant at the time. Responding to the perceived need to modernize job training, WIA introduced a new system of centralized employment and job-training centers, established a process for combining job-search and job-training activities, used training vouchers to allow participants greater choice among providers, and included significant changes in the governance structures overseeing training at the state and local levels. Two WIA programs served adults: the Adult Program served those with poor work histories, and the Dislocated Worker Program served recently unemployed workers.

**ISSUE BACKGROUND**

WIA directed the U.S. Department of Labor to undertake at least one multisite evaluation of WIA by the end of fiscal year 2005. The law directed that WIA undertake an experimental evaluation.² Although several studies of WIA were undertaken in the law’s early years, none of these studies met the experimental evaluation requirement.

In 2005, the White House Office of Management and Budget (OMB) assigned the WIA program a rating of “adequate” from its Program Assessment Rating Tool. But WIA received
low marks for its evaluation efforts, again because the program lacked an experimental evaluation, a point that was stressed in meetings between the OMB and the U.S. Labor Department. In response, in 2007, the Labor Department released plans for two evaluations of WIA: (1) an experimental evaluation, based on a random assignment of eligible participants either to training or to a control group, that cost over $20 million with final results released over a decade later and (2) a second evaluation of WIA with a non-experimental design that used existing program data, receiving over $1 million in funding and having results available in 2008.

The nonexperimental evaluation used data for participants in the WIA Adult and Dislocated Worker programs in 12 states from 2003 to 2005, to evaluate impacts on employment and earnings for up to four years following program entry. The comparison group consisted of either those receiving job-search services in state offices or those receiving Unemployment Insurance benefits, depending on the state. The study employed statistical techniques to adjust for differences in characteristics and prior employment between participants and the comparison groups. The nonexperimental evaluation results became available in December 2008—just as interest in job training rose in response to the plight of unemployed workers, whose numbers were spiking with the onset of the recession.

The experimental evaluation collected data from individuals who applied to receive WIA services and who were deemed eligible at 28 local area offices between November 2011 and April 2013. The study then assigned applicants to one of three groups—(1) individuals who received full WIA services (including possibly job training); (2) individuals who only received the core and intensive services, which provided counseling and other individualized services; and (3) individuals who received only core services, comparable to job-search assistance freely available at state job centers. Analysts estimated treatment effects by comparing the average outcomes of individuals in the three groups. Final results from the experimental study became available in December 2018, more than 11 years after Labor Department initially announced plans for the study, 10 years after the release of results from the nonexperimental study, and four years after WIA was replaced by the Workforce Innovation and Opportunity Act.

Evidence Availability

Until the 1980s, evaluations of job-training programs relied primarily on nonexperimental methods. A widely cited 1978 review examining the effects of training programs made almost no reference to experimental studies, as the few studies that had used random-assignment methods were not viewed as directly applicable to existing large-scale programs. A significant shift occurred with the publication of a 1986 study, which showed that results from an experimental, random-assignment, job-training study could not be obtained by using nonexperimental methods. These conclusions would be challenged in subsequent decades as some observers perceived that only random-assignment methods could lead to causal findings from program evaluations.
Responding to this view, the federal government chose to fund an experimental, random-assignment evaluation of the law that preceded WIA in the 1980s, the JTPA. That evaluation focused on disadvantaged workers—those with unstable work histories and low earnings. The study found that job training had statistically significant but modest effects on participants’ earnings. The researchers did not attempt to consider job training for dislocated workers or for individuals who became unemployed after extended periods of stable employment.

Since the publication of the 1986 study and after publication of the JTPA evaluation results, researchers debated the validity of the dichotomy between experimental and nonexperimental evaluations. Critics of social experiments argue that randomized experiments have limited usefulness in policymaking. In 1997, researchers published a set of papers using data from experiments to identify strategies that might be successful in estimating program impacts from nonexperimental data.

A growing number of nonexperimental studies in Europe, covering a variety of programs providing both job-search and job-training assistance, took advantage of exceedingly detailed administrative data. In an international meta-analysis of training program evaluations in 2009, researchers found that longer-term job-training programs tended to have small or negative impacts on employment or earnings in periods of less than a year but that impacts often turned positive in the second or third years. They also concluded that “research designs used in recent nonexperimental evaluations are not significantly biased relative to the benchmark of an experimental design.” A 2006 meta-analysis reached a similar conclusion.

Before 2008, the Labor Department had overseen several studies of WIA. Two studies focused primarily on implementation. In 2005, researchers examined labor-market outcomes in seven states for WIA participants who had completed the program in the period from July 2000 to June 2002, but data limitations and the focus on the early years of program implementation (WIA was adopted in 2000 in most states) raised questions about the validity of reported estimates.

In 2008, the best estimate of the impacts of the WIA program were based on the JTPA experimental study, supported by nonexperimental findings implying modest positive effects of job-training programs across several countries. Given that the JTPA study focused exclusively on disadvantaged workers, conclusions for other unemployed workers would have been more uncertain. Although both JTPA and WIA provided similar training, the passage of two decades and a variety of administrative differences between the programs suggested that there could be substantial differences in program efficacy.

**EVIDENCE USE**

In 2008, researchers submitted the final report for the WIA nonexperimental evaluation to the Labor Department. The impact of the study on policy, at least in the short run, was quite limited. In large part, policymakers cherry-picked results to support activities that they wished to pursue for reasons unrelated to the study’s findings. Some critics who exclusively
favored experimental methods questioned the nonexperimental design, which made it easier for those who disagreed with the study’s conclusions to dismiss it. Despite the limited short-term policy effects, the study received positive attention from researchers, and it has arguably added to the weight of evidence that may be relevant in the long run.

The study’s results suggested that by two to three years after program entry, participants in the WIA Adult Program experienced increased expected earnings of 15 to 26 percent, due in large part to increased employment. For participants in the WIA Dislocated Worker Program, the report concluded that the benefits of participation were either small or nonexistent and that any returns were unlikely to compensate for time spent in training.

Several months before completion of the final evaluation report, the Labor Department asked the Coalition for Evidence-Based Policy, now part of Arnold Ventures, to comment on the study’s design and preliminary results. The coalition expressed doubt as to whether the nonexperimental methods would be successful in providing valid estimates of program impact. Although the study’s authors disputed the basis for their conclusions, noting that their criticisms would imply the rejection of any feasible nonexperimental evaluation, the Labor Department invited the coalition to provide a review of the final report. Looking back, Labor Department staffer Jonathan Simonetta says he believes that these reviews caused policymakers to downplay the study’s results.

Immediately after the study was issued at the end of 2008, the Obama administration took office amid a financial crisis that would signal the onset of the worst recession since the 1930s. Within a month of assuming the presidency, in January 2009, President Obama had signed into law the American Recovery and Reinvestment Act, which allocated $3.45 billion for additional job training, including $500 million for the WIA Adult Program and $1.25 billion for the WIA Dislocated Worker Program. The political commitment to provide retraining to unemployed workers was apparently central to the administration’s policy, and it seems unlikely that the report influenced the administration’s position. The Economic Report of the President cited the study as supporting the efficacy of WIA, without distinguishing between the Adult and Dislocated Worker programs.

Although the direct impact of the study on federal policy was likely minimal, a variety of news outlets cited the study, including The New York Times and The Atlanta Journal-Constitution. In academic policy circles, the report appears to have received some attention. Several times in 2009, the study’s authors made presentations based on the report, including to the Recovery and Reemployment Research Conference, set up by the Labor Department, and to a meeting with the European Commission in Washington. The study’s authors summarized the results of the report in a chapter of a book based on this last conference. In March 2011, a congressional staffer contacted one of the authors of the study, indicating that a pre-publication version of the book had received the attention of those preparing for a congressional hearing. The study’s authors provided a summary of the findings for the hearing.
Following the submission of the report, the authors undertook several additional analyses. The revised paper was published in 2013. The study found a place among serious job-training discussions, and especially in discussions of the Workforce Innovation and Opportunity Act, the law that replaced WIA. The original study also received a prominent place in a 2011 review of WIA research and job training. Recent studies have tended to support the findings of the report. A subsequent nonexperimental study of the Trade Adjustment Assistance Program, which served unemployed workers similar to those served by the WIA Dislocated Worker Program, also found that participants gained little in terms of employment or earnings from the initiative.

Researchers finally released results from the experimental WIA evaluation in 2018, and they were less informative than anticipated due to unforeseen problems with the study’s design. The study found that those individuals assigned to receive intensive services experienced improvements in employment outcomes 30 months after assignment to the program. In contrast, assignment to the training treatment was not associated with any employment benefit. However, because those assigned to the training treatment were only somewhat more likely to obtain training than those in the control groups, estimates of the impact of training are uncertain. Although the effects of the Adult and Dislocated Worker programs were not statistically different, the power to distinguish differences was quite limited.

**LESSONS**

- **Researchers’ intended use of evidence isn’t guaranteed.** Results from the nonexperimental study were relevant for the development of policy implementation at the time, but, in the face of political exigencies, they had little immediate role. In the longer run, however, the results undoubtedly contributed to the general understanding of the efficacy of training programs. When analyses of the Trade Adjustment Assistance Program showed little impact, this confirmed the difficulties of retraining experienced workers. In part, researchers must accept that their work will contribute to general knowledge, which will be of value in framing policy decisions in the long run. In retrospect, in comparison with the experimental study, the nonexperimental study was not only much less expensive but was at least as useful in contributing to this knowledge.
• **Research questions should be specific and direct.** To inform those who are implementing a program that their program may be of little value does not provide them with actionable information. What is most useful is information about what kinds of activities are most likely to be successful in achieving the desired outcomes.

• **Do certain groups of people benefit more from particular programs?** Are particular approaches more likely to work? To have a substantial immediate policy impact, studies must frame research questions to respond to issues faced by the users. In making most decisions, the relative expense of alternatives weighs heavily, yet cost information is seldom of sufficient quality or granularity for the analyst to make useful inferences. Program administrators must collect cost information more consistently and make it available for research purposes.

• **When federal funding is involved, states should be required to provide data.** Research is not possible without detailed and high-quality data. Researchers contacted all 50 states with a request for data, but ultimately only 12 participated. While the sample was sufficient to undertake the analysis, the issue of whether the omitted states were systemically different from those included reduces the generalizability of the conclusions. Given that the federal government funds WIA and other similar programs, policymakers could pass legislation requiring states to provide these data. The burden of providing these data is relatively modest, and the failure to do so merely reflects the lack of meaningful incentives faced by the state.

---

4. Jonathan Simonetta, who oversaw research activities in the Labor Department’s Employment and Training Administration, observed that OMB staff repeatedly referenced the department’s failure to satisfy WIA evaluation requirements.


14 Ibid., 26


19 U.S. Department of Labor officials repeatedly defended federal support for job training—especially for dislocated workers. “These programs are really working,” said the assistant secretary of labor, Jane Oates. “These are folks who clearly want to go back to work and we’re able to help them get back to work. The investment in job training is one that’s not only going to pay off in the short term, it’s going to help us be more competitive in the long term.” See: Peter S. Goodman. “After Training, Still Scrambling for Employment.” The New York Times, July 18, 2010. Available at: https://www.nytimes.com/2010/07/19/business/19training.html.


4. FAMILY FIRST

Funding Practices that Keep Kids Safe

**Kira Fatherree** is a fiscal and program management advisor for the Office of Analytics, Technology, and Planning at the Allegheny County, Pennsylvania, Department of Human Services. She was formerly a program examiner for the White House Office of Management and Budget.
In 2017, there were over 4 million allegations of child abuse and neglect made to public child welfare agencies concerning more than 7 million children nationwide.\(^1\) The fact that nearly 10 percent of all children in the United States were subject to such allegations poses a serious public health and public-policy concern. Of the children found to be maltreated, the highest percentages suffered from neglect (75 percent) and physical abuse (18 percent). Furthermore, emphasizing the seriousness and urgency of this issue, more than 1,700 children died from abuse and neglect nationwide in 2017.\(^2\)

Public child welfare agencies administer an extensive set of programs intended to protect children from harm, as they are charged with ensuring their safety, permanency, and well-being. While partially funded by the federal government, public child welfare agencies are operated by individual state and/or county governments and receive and investigate reports of child abuse and neglect. These agencies decide how to respond to and investigate allegations, and if a child must be removed from the home. Ideally, if safety issues exist or factors indicate a risk of harm, the family can receive targeted services and support, while enabling the child to stay at home safely.

Child welfare agencies strive only to remove children from their families when absolutely necessary because the experience can be traumatic for children and parents, can lead to family instability, and can be a strain on the child welfare system. Decades of research has shown that children who must be removed from their family of origin, do best when they grow up with at least one loving caretaker.\(^3\) Unfortunately, removal is necessary for some situations to protect children from harm. If removed, a child can be placed in settings
ranging from kinship care, where the caregiver is a relative or person known to the child; a nonrelative foster home, which is a family-like environment; or a residential care program (which includes group homes and institutional care). While federal law requires that children are placed in the least restrictive, most family-like setting available, child welfare agencies are constrained by availability of foster parents as well as the behavioral and physical health needs of a child.

Broadly, the child welfare system refers to a continuum of services “designed to ensure that children are safe and that families have the necessary support to care for their children successfully.” In 2018, recognizing opportunities for improvements to the federal government’s role in this system, federal policymakers enacted the Family First Prevention Services Act, making the most expansive changes to this program in 40 years by one piece of legislation. An active advocacy community played an instrumental role in the enactment as groups pleaded with and pressed Congress to better align federal funding with what has been shown to best serve children and families. While not a perfect funding realignment, the law presents a fundamental shift and leverages evidence for the benefit of vulnerable children.

ISSUE BACKGROUND

Implementing child welfare services nationwide requires substantial resources, totaling $30 billion in 2016. Over half of these costs were covered by state and local governments, while the federal government contributed slightly less than half. However, the amount that the federal government covered varies by state, ranging from 17 percent in Delaware to 78 percent in Louisiana. These wide variations in funding speak to the differences of child welfare systems in each state and to the total amount of funding—mostly based on the level of the state investment—and they have important implications for system equity, the array of services available, and the approach and effectiveness of service delivery across states.

The largest federal resource for states in the child welfare continuum is foster care, paid for largely under Title IV-E of the Social Security Act. Foster care (also known as out-of-home care) is a temporary arrangement where children are placed with a relative or nonrelative caregiver, or in another type of residential setting, and protected against harm. The amount of federal funds provided to states for foster care is driven by claims for reimbursement. States can submit claims to the federal government for the eligible portion of the placement costs when a child from a qualified low-income household is removed from their home and placed into an out-of-home placement: a relative or nonrelative foster family home, a group home, an institution, or another setting. The federal government provided about $6 billion to state governments in 2018 for foster-care-related reimbursements. The federal government gives financial payments to state governments only after a child is removed from their home. This creates a perverse financial incentive for states that reinforces a practice that does not serve children best. The rate of federal funds spent on removals relative to efforts that prevent the need for removals is eight to one.
With limited federal funding, states must bear the burden of funding family prevention and intervention services to prevent the need for foster care placement when services can make a difference. Only a limited amount of federal funds (approximately $700 million annually) is available for prevention services, which constrains efforts to strengthen families and to provide services early enough to meet families’ needs and avert a crisis from occurring.

Making the federal financing of foster care more complicated and nuanced, federal law dictates that states are only eligible to receive foster care (title IV-E) reimbursement for children from families who would have met the poverty standards in the Aid to Families with Dependent Children program, precisely as it existed in 1996. Based on how the federal foster care law was written, the poverty measure that determines eligibility has remained static since 1996. For example, to qualify for the family income portion of the criteria, a family’s income is limited to $674 per month for a family of three in Wyoming and $1,082 per month for a family of three in Florida, and a family must have less than $10,000 in resources available to them. Without any increases in the threshold for over 20 years, the number of families with monthly incomes below the old standards has continuously decreased. With fewer families meeting the criteria, the federal government provided fewer resources to states based on the funding formula. While some people would advocate removing the old poverty standards, Congress has made clear that doing so would be prohibitively expensive given federal funding priorities. Therefore, policymakers have only adjusted federal foster care funding incrementally and on the margins.

Congress and stakeholders are well aware of the inadequacies of the federal role in the child welfare system. To combat the lack of funding for innovative prevention approaches and the focus on out-of-home placements, Congress strategically enabled states to do more with the limited foster care federal funds through Title IV-E Child Welfare Demonstration Projects. Building off legislation from 1994 that first created waivers to increase the flexibility of federal foster care funds, the Child and Family Services Improvement and Innovation Act of 2011 resurrected and modified child welfare demonstration waivers, adding a required innovative practice and evaluation component. The waivers were “designed to improve state effectiveness in protecting children and assisting families as well as point the way to potential broader national reforms to benefit children and families in the coming years.”

This authority relinquished the stringent federal foster care eligibility requirements and required jurisdictions to test new approaches with the same amount of funding that they would have received absent the waiver.

Twenty-eight jurisdictions, including the District of Columbia, and a tribal organization, took advantage of the opportunity to operate under the waiver authority. However, in the early and mid-2010s, as the legal authority for waivers neared expiration, and without a new law in place to carry the flexibilities forward, Congress faced more pressure to produce a more permanent child welfare finance reform and to do so in a bipartisan way. Waivers were a temporary fix for some of the problems of the federal financing structure and included
an expiration date of September 30, 2019, to force Congress to act. As conditions ripened for reform, members of Congress identified key issues, and staff began to draft legislation highlighting how federal reform could tackle them, including:

1. The lack of adequate funding for family-strengthening efforts that prevent the need for foster care and the traumatic experience of home removal;

2. The investment in out-of-home placement settings that fund group home care and does not serve children best; and

3. How federal funding was being used for some practices and services that were ineffective in accomplishing key outcomes of safety, permanency, and well-being.

In particular, the interventions were in some cases shown to not routinely produce positive outcomes or to prevent maltreatment and entry into foster care. Some practices were identified as actually harmful for children, like group home settings when the child did not have needs that required the level of care provided in that type of environment and stayed for an inappropriate amount of time.16,17,18

**EVIDENCE AVAILABILITY**

The child welfare field became more aware of the trauma experienced by children coming into the system. With this knowledge, the field began to build a trauma-informed system that strives not to exacerbate or add to traumatic experiences. Thus, decision-makers in the executive branch as well as members of Congress started to pay attention to child welfare issues when they increasingly heard about children being placed into group settings. There was a consensus in the research community that group settings should be used only when alternatives were not available. In 2014, leading researchers released a consensus statement to that effect.19 Given that federal funds are one source that state and local jurisdictions use to pay for the high costs of group home settings, a change in federal funding structure was a lever the federal government was able to use to impact state behavior as it relates to placement options.

Aligned with the heightened interest and to better understand the use of group home placements, the U.S. Department of Health and Human Services (HHS) conducted a nationwide observational analysis using administrative records. There is a federal requirement for states to report on a variety of indicators through the Adoption and Foster Care Analysis and Reporting System, which in turn provides data that can generate useful insights about program operations and the children served. Because the child welfare system is decentralized and operated at the state and local levels, the federal data reporting requirements proved beneficial for HHS staff to analyze the information about trends and then make policy recommendations based on findings.
In 2015, HHS’s observational analysis concluded that group home placements were being overused as a foster care placement, especially for youth under 12 years old where family-like settings are most appropriate. The study noted that group home care is appropriate and necessary when used for specialized cases of behavioral or mental health needs, and should be used to temporarily stabilize youth to prepare them for a return to a family setting when possible. The HHS analysis also found that:

- Children spend an average of eight months in group care settings, with a broad range of state averages;

- Children ages 12 and younger comprised an unexpectedly high percentage (31 percent) of children who experienced a congregate care setting, with the point in time ranging from 6 percent to 69 percent; and

- Half of the children ages 13 and older in foster care entered a group home setting at some point, with a quarter entering a group home as their first placement and more than 40 percent entering due to a child behavior problem and no other clinical or mental disability.

The HHS report provided national statistics that finally suggested what many observed anecdotally and gave a straightforward conclusion that group homes were being overused.

Compounding those findings were other reports of the peril and inadequacy of foster care for youth who age out of the system (between ages 18 and 21 depending on the state), meaning they leave foster care without a permanent home. A 1999 federal law established a data system known as the National Youth Transition Database; it required states to follow specific cohorts of youth over time to collect additional outcome information to enable a collective assessment. Of the foster youth who age out of the system, at age 21, only half reported having full or part-time employment, 20 percent reported being incarcerated in the past two years, only 3 percent reported earning a college degree, and a quarter reported having given birth or fathered a child within the past two years. While there are of course success stories, on the whole, the data indicate how the foster care system is not preparing youth who age out with tools for positive life outcomes and youth who age out of group home settings have poorer outcomes than their peers in family-like settings.

The National Youth Transition Database outcome statistics give further credibility to the longstanding knowledge that children do best with their family and in family-like settings. Multiple research studies found that children in foster care “experience feelings of confusion, fear, apprehension of the unknown, loss, sadness, anxiety, and stress.” Moreover, while child welfare is intended to keep children safe, the process of removal “unintentionally increased the vulnerability of this already fragile population.” The findings on foster care experiences adversely impacting children added to the urgency of preventing foster care as an option; a landmark study conducted from 1995 to 1997 found a
relationship between the number of adverse childhood experiences a person experienced and a variety of negative outcomes in adulthood. Negative outcomes included, for example, physical and mental health impairments, substance use disorders, and risky behaviors. The research regarding adverse childhood experiences and the not only short-term but lifelong negative impacts emphasized the importance and need for prevention efforts.

**Evidence Use**

When Congress and the executive branch were determining how to best reform the federal policies related to child welfare, policymakers leaned on the array of existing research to inform the changes included in the Family First Prevention Services Act (FFPSA). These reforms included key actions related to improving and increasing prevention services, reducing the use of group homes, and identifying more high-quality foster families.

**Increasing Prevention Services**

Given the trauma and negative outcomes generally associated with abuse, neglect, and foster care placements, preventing any maltreatment (primary prevention) and preventing subsequent maltreatment from occurring (secondary prevention) are critical for an effective child welfare system. The presence of interventions that can successfully mitigate harm is fundamental to a robust child welfare system that values prevention. Prevention interventions that focus on reducing risk factors and strengthening families can vary, targeting parenting skills, child behavior issues, substance use disorders, and mental health issues. Child welfare agencies look to needs assessments of their population and evaluations of these activities to understand the proper service array to offer in their local context.

Given the prevalence of evidence that prevention of maltreatment and removal is the best way to mitigate negative impacts of foster care, FFPSA includes a new source of federal support for interventions to strengthen families. This fundamental change to federal foster care funding allows a state to claim reimbursement for the prevention of foster care placement and, further, requires services to be evidence-based, based on rigorous standards, and focused on parenting skills, mental health and substance abuse prevention and treatment programs, without regard to a child’s family income level. In practice, this means that children and families receive appropriate supports in their homes, when possible, which is consistent with the available research and evaluation findings of how to support families staying intact and how to best ensure children can reach their potential. The prevention services in FFPSA have the potential to ensure that children do not experience the kinds of abuse, neglect, and household dysfunction that can lead to negative impacts on their development.

**Reducing the Overuse of Group Homes**

The HHS report on group home placements demonstrated further support for congressional action on group homes, earned support from the executive branch, and served as compelling evidence of the need for reform. In this case, HHS effectively leveraged the administrative
data collected to generate findings that impacted policy. A main provision of FFPSA makes federal funding for group home settings stop after 14 days unless specific criteria are met. This, in effect, limits states from engaging in group home placements except for temporarily and when it is the necessary placement, which is where research suggests the use is most effective. Public child welfare agencies must ensure the setting is the appropriate level of care for a specific child based on an assessment and that the facility has the proper support and experts in place to provide necessary services. Stopping the federal funding for group homes unless there is a documented assurance that the placement is appropriate for a child or youth, will directly impact state behavior given the high costs of these placement settings.

**Recruitment of foster families**

If a child must be removed from his or her home and a family member is unavailable to care for a child, the next best situation is to place the child in a foster family home before the child can either be reunified with their family or adopted. Congress also included in the legislation a small amount of new funding, to support states in the recruitment of high-quality foster families. While modest, it is a start to further develop and strengthen home settings. Expanding the availability of high-quality foster family homes is a critical goal in best serving children in a loving environment, with or without a family member. When children must be removed from their birth families, another family-like setting is the preferred approach when possible. The legislation also established federal funding for evidence-based kinship navigator programs that help find and support kin caregivers and support this type of placement, which is shown to be best for kids if home renewal is necessary. A growing body of research suggests that children living with extended family fare better than with nonrelative foster parents. Placements with a relative result in greater placement stability and fewer behavioral and emotional problems.27

FFPSA is a transformational shift that garnered the movement underway in states and backed the changes with a meaningful shift in federal funding. Policymakers crafted the legislation to use the anticipated federal savings from limiting payments for group home settings toward increasing funding for evidence-based programs to prevent removals. Thus, in its design, Congress, through members and their staffs, applied the available research evidence to inform the design of FFPSA. Given that child welfare systems are complex and the federal government has a relatively remote role, there was not a direct one-to-one relationship of evidence to policy change. Instead, a large body of evidence was developed, strengthened over years, and synced with a bipartisan movement to ensure the well-being of vulnerable children that served as the wind behind the sail of FFPSA.
LESSONS

- **Using funding to change state behavior.** Federal funding was the main lever policymakers could use to impact state behavior and support child welfare agencies in moving practice toward what research suggests serve kids best. FFPSA incentivizes the use of evidence-based practices for services to prevent the need for foster care placements, and if placements must occur, it realigns funding to cover costs when a child is in the least restrictive and most family-like settings, especially with people who a child already knows. While change to the child welfare system can be slow, FFPSA used the most powerful federal levers of financing to ensure systems had more support and encouragement to change practices. For success in employing evidence to tackle a problem, a change must occur in the proper place of influence. Based on the structure of federal financing of child welfare, the funding stream was the exact spot.

- **There is a need to evaluate evidence-based policy activities.** With these central provisions of law set to go into effect starting October 2019, the potential effectiveness is yet to be seen. However, even with a foundation of evidence-based programs and services, evaluations will be able to convey the overall effectiveness of the legislation. In the short-term, based on the extensive preparation taking place and conversations occurring throughout the child welfare field and in jurisdictions, FFPSA has made its mark by increasing the focus on prevention and child well-being.

- **Data collection was crucial in highlighting gaps and problems.** While federal requirements can be perceived as overly intrusive and burdensome, data collected at the federal level was critical in this situation and provided a clear picture of what was happening in all 50 states, even with such different state systems and their respective nuances. FFPSA successfully based the legislation on evidence, built from data, that made the clear case for reforms to better serve children and families.

---

2 Ibid.


8 Ibid. The main federal funding sources in child welfare come from titles IV-B and IV-E of the Social Security Act.

9 Ibid.

10 Wyoming Department of Health. *Title IV-E, Foster Care & Adoption Assistance.* Director’s Unit for Policy, Research, and Evaluation, June 2017. Available at: https://wyoled.gov/interimCommittee/2017/02-0717APPENDIXB.pdf.


14 The program required the waivers to be cost neutral. States operating under a waiver received a capped allocation based on a projection of the level of costs over the demonstration project period absent the waiver.

15 Some jurisdictions approved to operate a waiver terminated the agreement early.
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5. LLAMA, LLAMA, CHILD SUPPORT UNDER OBAMA

Vicki Turetsky is an independent research and policy consultant for child support and social services. She previously served as the commissioner for the Office of Child Support Enforcement in U.S. Department of Health and Human Services during the Obama administration.
The purpose of the child support enforcement program is to increase financial support to a child living apart from a parent by collecting child support payments from the parent and sending the support to the child’s household. The program identifies parents, sets child support orders, and enforces child support payments. Nationwide, the child support program serves one in five children, making child support one of the largest income support programs for children.

Congress passed and President Gerald Ford signed into law the child support enforcement program in 1975 under Title IV-D of the Social Security Act. The federal Office of Child Support Enforcement (OCSE) in the U.S. Department of Health and Human Services oversees the program. Every state and several tribes administer a child support program funded with federal and state matching funds. In addition, states receive federal funding based on a series of performance measures. The child support program is highly automated, maintaining an extensive set of interstate databases, including the National Directory of New Hires.

In 2011, President Barack Obama issued an executive order directing federal agencies to conduct a review of existing regulations. OCSE conducted a comprehensive regulatory review and consulted widely with state agencies, courts, parent groups, and other stakeholders to identify rules that were outdated, inefficient, or ineffective. Some rules for the child support program had not been updated in decades. One goal of the rulemaking process was to incorporate evidence-based policies and practices into the program. In 2016, the Obama administration issued a regulation to modernize program operations. The development of the rule relied extensively on research to ensure that government instituted the most effective known policies.
ISSUE BACKGROUND

The child support program has a long history of innovation. However, it took more than a culture of innovation, performance measurement, and commitment to children to see cases as families, to understand how the program’s actions could impact parent-child relationships, and to address barriers to payment. While administrators understood that some parents were low-income, the program did not meaningfully address poverty as a barrier to collecting support dollars. Nor was the program generally viewed as an anti-poverty strategy.

Limited focus on poverty

Child support payments can be a critical source of income for low-income children. More than one-quarter of custodial parents have incomes below the federal poverty level. Among poor custodial families who receive payments, child support averages more than 40 percent of family income. However, the reality is that often, the lowest-income custodial families do not receive regular child support payments to support the financial needs of children.

Most noncustodial parents want to provide for their children, and most do pay child support. Three-fourths of child support payments are collected through automatic payroll withholding, similar to income taxes. This means that child support collection depends on the noncustodial parent’s ability to find and keep stable employment. Thus, the best predictor of compliance with child support orders is a noncustodial parent’s monthly gross earnings. Most parents who fall behind on child support payments have unstable employment and low earnings.

Two decades of legislative changes had positioned the child support program to find parents and money. However, by 2009, the evidence was mounting that the program was less effective and sometimes counterproductive in its efforts to collect child support when noncustodial parents had low earnings. Even for low-income parents who want to support children, the design of the system poses challenges. Mothers and fathers from the same low-income communities often have similar barriers to employment. Noncustodial parents with limited education and marketable skills, an intermittent work history, lack of reliable transportation, and sometimes a criminal record often struggle to find and maintain work at a sufficient wage to support themselves and pay their child support obligations.

The importance of child support income for low-income families made it imperative to identify and implement evidence-based policies to increase regular support payments by noncustodial parents without undermining family relationships and community stability. There was evidence that some child support practices were discouraging employment in the regular economy and pushing parents underground. A growing body of research identified payment barriers and disincentives and tested alternative approaches to increasing support payments and reducing unmanageable debt.
Slowly program innovation

In 1998, Congress enacted a child support performance-based incentive funding system. Under the Child Support Performance Incentive Act, the federal government pays a portion of federal funding based on state performance on a series of standard measures. The performance funding was set up as a competition among states, rewarding states that performed better and penalizing states that performed worse on the measures.

The Child Support Performance Incentive Act was the culmination of a five-year effort, led by OCSE that operationalized goal-setting, strategic planning, and measurement as a result of the Government Performance and Results Act of 1993 (GPRA), a law designed to improve government performance management and strategic-planning systems. One outcome of GPRA was the development of a collaborative, consensus-building approach to strategic planning, policy implementation, and operational changes. Using this collaborative approach, OCSE and states developed performance indicators aligned with core program priorities. State administrators used the performance data to set priorities, allocate program resources, and demonstrate return on investment.

Initially, the new performance system helped to create a performance culture and spur state innovation, as states implemented the new technology and enforcement authorities enacted in the 1996 welfare law. Between 1998 and 2002, collection amounts shot up by 40 percent and some collection rates doubled during a robust economy. However, as the performance system matured, innovation slowed as states adjusted their operations to maximize incentive payments and avoid penalties. The program was slow to adapt to underlying shifts in the economy affecting low-wage parents.

By 2009, the program was beginning to struggle with the fall-out from the Great Recession, including federal and state funding cuts, state staffing declines, parental unemployment affecting collections, aging technology, and reduced attention from Congress and advocates. Before the recession, several states had begun to implement promising family support initiatives, often funded by OCSE through its competitive grant programs. However, most states did not consider initiatives such as specialized case management for incarcerated parents and employment services for unemployed parents to be part of the core child support program. When the federal grant funding went away, many of these initiatives were not sustained.

A program culture geared toward data, but not research

To carry out its program functions, the child support program is a significant consumer of data generated and matched from federal and state agencies, employers, financial institutions, and other sources to locate parents and assets and collect child support payments. The program also uses data to measure, monitor, and improve performance.

However, the goal of improving performance measures did not necessarily align with the goal of incorporating evidence-based practices. Performance measurement does not focus
on long-term impacts like child well-being. Child support administrators understood data management. They were not as familiar with research principles and methods. Administrators asked, “How do our numbers look?” but usually not, “What does the research say?”

By 2009, there were a growing number of research studies in the field. However, compared with other human-services programs like health care, child welfare, and Head Start, the evidence base was small. Studies described caseload characteristics, provided ethnographic insights into the lives of people in the cases, and identified benefits and problems associated with existing practices. A smaller number of studies tested promising program innovations. The research was beginning to answer the question of “What might work?”—but it was nowhere near answering the question, “What works best and in what context?”

One likely reason for the comparatively small number of child support studies was that legislators and administrators historically viewed the program as legal and operational, rather than policymaking and programmatic. However, the main reason for the small number of studies was due to limited research funds. The basic source of federal research funding is section 1115 of the Social Security Act and states, tribes, territories, and the District of Columbia are eligible for the funds. Although a relatively small allotment, these funds have the virtue of a matching fund component that allows states to match research funds with regular program funds—increasing the total number of dollars available for state research.

Section 1115 grants must be used to fund state pilots or demonstration projects and have an evaluation element. The OCSE typically used the funds for an array of state program projects without requiring a rigorous research component. The grants seeded many projects that tried out innovative program approaches, yet millions of dollars were spent without producing useful evidence on whether these approaches worked.

**EVIDENCE AVAILABILITY**

Two decades ago, most research evidence about child support was from small-scale nonexperimental studies and program data analysis. One early experiment was Parents’ Fair Share, a large-scale multistate demonstration funded by OCSE in the early 1990s. The Parents’ Fair Share demonstration tested the effectiveness of employment services, enhanced child support case management, parenting classes, and peer support in increasing the employment, earnings, and child support payments of low-income noncustodial parents of children receiving public assistance. Other early experiments included state demonstrations to pass through child support payments to families receiving cash assistance, instead of keeping the money to repay cash assistance.¹⁶,¹⁷

Most child support research has been conducted by nonprofit research firms (MDRC, Urban Institute, Center for Policy Research), state universities (University of Wisconsin, University of Maryland, University of Texas, Indiana State University, Iowa State University), and state
agency research units (Washington state and Orange County, California). Based on the existing research, administrators now know far more about the causes of nonpayment and the consequences of traditional child support policies and practices:

- **Parents’ inability to pay support**: The main reason parents do not meet their financial obligations is a lack of resources to pay required child support. In practice, most parents who pay sporadically or who do not pay at all have limited earnings, posing a major challenge to achieving program goals to support children. In contrast, parents who fully pay their support obligations are more likely to be employed and have significantly higher earnings. As earnings increase, compliance increases.\(^{18,19,20}\)

- **Unrealistic payment requirements**: Many states assume parents earn at least full-time minimum wages, even when there is evidence to the contrary. This assumption can be flawed. In one study, parents issued support orders based on imputed, or attributed, income actually earned 72 percent less than the amount listed on the child support worksheets. As a result, payment requirements are set at unachievable levels. The result is accumulating debt. Existing research suggests compliance and payments fall off by parents at all income levels when support orders are set higher than about 20 percent of gross earnings. Levels above 20 percent of income could in turn decrease payments.\(^{21,22,23}\)

- **Uncollectible debt**: A nine-state study of the causes and collectability of child support debt conducted by the Urban Institute found that parents with reported incomes of $10,000 or less owed 70 percent of the unpaid debt balance. Incarceration is one reason for the buildup of large uncollectible debts because few parents can work or make child support payments while in prison. Other studies found that unmanageable child support debt discourages employment and ongoing support payments.\(^{24,25,26,27,28,29,30}\)

- **Employment services**: The Parents’ Fair Share multistate demonstration resulted in small increases in employment and child support payment rates and increased earnings for the hardest-to-employ noncustodial parents. Two state studies with strong nonexperimental designs, Strengthening Families Through Stronger Fathers (New York) and Noncustodial Parent Choices (Texas), found that noncustodial parents offered a set of employment and other services were employed at higher rates and therefore paid more child support. Also, the New York study found that the parents had higher earnings.\(^{31,32,33}\)

**EVIDENCE USE**

While a good deal of evidence existed on certain aspects of the program, key features of the program design lacked robust evidence to inform regulatory or programmatic decisions. Even so, the Obama administration proceeded with a regulatory update that prioritized where knowledge existed about how to make meaningful improvements.
OESE administrators had several interrelated goals for modernizing the child support program. To successfully promote more effective policies and practices, the program culture had to change. For the program culture to change, child support administrators and line workers needed to access and understand the effects of existing practices on low-income families and adopt better alternatives. To identify better alternatives, the program needed to build the evidence base. To build the evidence base, administrators needed to see the value of applying research in the child support program. In addition, researchers needed to have access to funding and recognize that policymakers were interested in their work.

In other words, research evidence became the frame for highlighting the circumstances of low-income families, the basis for implementing improved policies and practices, and the aim of OCSE research capacity-building. OCSE administrators interjected the language of research into policy and practice discussions. The national strategic plan, updated through a state consensus-building process, included a section on building the evidence base. OCSE used evidence to tell the stories of low-income parents in the child support caseload and to frame acceptable policy responses. The question asked at every turn was, “What would actually work to increase parental support for children?”

**Goal one: Strengthening program effectiveness for low-income families**

OCSE reviewed regulations and identified several that had not been revised since the program began in 1975. They consulted closely with state administrators and courts to determine which regulations to update. OCSE proposed new rules in several areas, including child support guidelines, civil contempt hearings, and debt buildup during incarceration. One organizing principle of the regulatory changes was that child support obligations should be based on “earnings, income and other evidence of ability to pay.” In addition, the proposed rule allowed states to use federal funding for a limited set of employment services to increase the ability of low-income noncustodial parents to pay child support.

The preamble to the rule documented the specific research findings and studies that contributed to the rules.

**Goal two: Building a family-centered mission**

The child support program mission had been shifting for years from a debt recovery focus to a longer-term family support mission. This was partly in response to emerging welfare reform research about the role of child support income in families leaving cash assistance, research on debt accumulation, noncustodial parent employment research, the pass-through studies, and research examining the relationship between parenting time and child support payment. Federal legislation and initiatives introduced during the Bill Clinton and George W. Bush administrations built on these research findings.

During the Obama administration, OCSE highlighted evidence to frame a family-centered approach to child support that combined enforcement strategies with case management.
and services. This approach focused on understanding caseload demographics and the effects of poverty, identifying the reasons for nonpayment through data analytics and early intervention, implementing specialized case management for cases with missed payments, and incorporating procedural justice principles. The model centered around five evidence-based practices: (1) right-sized orders based on ability to pay; (2) debt management; (3) support collections passed through to families; (4) employment services; and (5) parenting time.

The approach was based on family-centered and “two-generation” service-integration models in other fields, including child welfare, education, and health care. The national strategic plan and the 2016 federal rule included the family-centered model, which received broad support from states, counties, courts, and advocates.

Goal three: Building an evidence-based culture

While OCSE continued to emphasize performance-data trends, it coupled performance data with discussions about the research evidence. While some administrators initially expressed concern that the implementation of evidence-based practices would compete with performance goals, particularly cost-effectiveness, OCSE showed how evidence-based practices could improve performance. In presentations and program documents, OCSE administrators emphasized the research evidence that suggested better ways to do business. OCSE invited researchers to give presentations to staff, and highlighted new research at conferences, in social media, and in direct communications to child support administrators and their policy staff across the country. State administrators actively participated in an ongoing exchange of information and insights.

Goal four: Building a body of research evidence

Recognizing gaps in existing knowledge, OCSE used three strategies to help build a strong evidence base.

First, OCSE incorporated a rigorous evaluation component into federal projects funded with section 1115 grant funds. OCSE commissioned an experimental evaluation of demonstrations in the areas of noncustodial parent employment and alternatives to contempt hearings and incarceration. Eight state project sites received grants, with one state in charge of managing the research. Also, OCSE managed a number of smaller pilot implementation studies or braided funding with larger demonstrations conducted by other federal agencies in the areas of homeless veterans, parenting time, asset accounts, and prisoner reentry. OCSE regularly convened grantees to establish “learning communities.”

Recently published results of the noncustodial parent employment demonstration showed the program benefits outweighed the costs in 10 years. Specific findings included a substantial improvement in the satisfaction with the child support program, which was a major achievement since distrust ran high among program participants at enrollment. It also increased the likelihood of working and the amount of earnings. Parents’ sense of responsibility for their children and their contact with their children also increased.35,36
Second OCSE sought increased state capacity to conduct child support research. OCSE provided a series of grants to state child support agencies that agreed to partner with state universities to conduct state-specific research, with the goal of increasing state-funded child support research through such partnerships. OCSE and its partners designed a series of behavioral-economics research grants to show states how to conduct rapid-cycle research, saving states money and time before implementing small policy changes.

Finally, to strengthen OCSE’s capacity to manage research and to use grant funds, OCSE was reorganized to create a division structure that was responsible for research and staffed with appropriate experts.
LESSONS

- **Culture change may be needed before policy change.** OCSE had two tasks: first, to persuade state agencies and courts that research evidence of what works—rather than values, legal precedent, or operational efficiency alone—should guide program policies and procedures; and second, to marshal the evidence in support of specific policy changes. That OCSE was successful speaks to the ongoing dialogue within the child support program, the commitment to performance, and the willingness of state administrators to engage, consider the evidence, and come to a consensus. In the comments on the proposed regulation, stakeholders—with few exceptions—strongly supported the proposed rule. OCSE administrators worked hard to modify the rule to address operational concerns while still honoring the research. Although the rule took several years to promulgate, that time allowed consensus for change to build, contributing to a longer-term culture shift.

- **Resource gaps can limit evidence availability and use.** Over time, the child support program has developed a basic evidence base. However, it is not very large and not very specific. For example, OCSE administrators can point to rigorous studies that support lower orders or the efficacy of employment services, but have little research on whether one intervention model is better than another. In large part, this is because the child support field has limited resources for research. Even though there is more interest than before in child support research, it may be unlikely to garner sufficient research funding to build a stronger evidence base.

- **Congress, not the evidence, has the final say.** In the proposed rule, OCSE included language to fund a limited set of employment services based on the research evidence for the subpopulation that needed and wanted services. The existing statute led the Obama administration to conclude that it had authority to promulgate a rule to pay for limited employment services for noncustodial parents. Commenters overwhelmingly supported this provision, and OCSE did not expect that the cost would be high based on its analysis. However, rulemaking authority is only as broad as Congress thinks it should be. Key Republicans in Congress challenged some provisions of the proposed rule, including the employment provision, based on administrative overreach. Compounding this issue are the rules of engagement between Congress and the executive branch in place during the rulemaking process that limit free and open dialogue. The administration ultimately removed the employment provision before finalizing the regulation, and the remaining rule received congressional support. In the end, the policy decision was based on political deference, not evidence.
This chapter is dedicated to the memory of two OCSE employees who devoted their careers to improving the child support program before they each passed away last year. Barbara Addison was the lead author of the Flexibility, Efficiency and Modernization in Child Support Enforcement Programs adopted in 2016. Adrienna Johnson helped prepare program data for publication every year, providing public access to the data. It seems particularly fitting to recognize their work in this chapter.


Duties of Secretary. U.S. Code 42 §§ 652(g) and Incentive Payments to States. U.S. Code 42 §§ 658a.


6. ALPHA, BRAVO, CHARLIE

Reforming the Department of Defense Child Care Program

Linda Smith is currently the director of the Early Childhood Initiative at the Bipartisan Policy Center. She served as the deputy director of the Office of Family Policy for child care and youth, and ultimately became the director.

Beverly Schmalzried is the former director of Child and Youth Development Programs for the U.S. Air Force.
Military installations are a microcosm of American society. They reflect most American communities in their composition, services, and infrastructure. In addition to the military mission, installations have hospitals, fire and police services, grocery and department stores, schools, recreation centers, and housing. The major difference between military installations and civilian communities is the round-the-clock nature of the military mission. Military installations face unique challenges, such as a much younger demographic, a highly mobile workforce, and a lack of extended family to support family functions. These factors all increased the demand for child care in the late 1970s that far outpaced the supply.

Although the military, to varying degrees, began to address the need for child care beginning in the late 1970s, Congress held hearings in December 1987 and passed the Military Child Care Act (MCCA) of 1989.\textsuperscript{1,2} The MCCA put a spotlight on military child care and the inconsistencies among how services were provided by the Army, Navy, Air Force, and Marine Corps.\textsuperscript{3}

After Congress passed the MCCA, the Department of Defense (DoD) began addressing the three major problems of child care that now confront the nation in the 21st century: cost, quality, and availability of care.\textsuperscript{4} This case study describes how DoD, in coordination with each of the military services, used evidence to develop and implement policies required by the MCCA, to improve the quality of military child care, and to initiate corresponding strategies to ensure accountability for implementation.

**ISSUE BACKGROUND**

Following the Vietnam War, in 1973 the nation established an all-volunteer military. This transformed the military from the “draft” to an all-volunteer force. To compete for the “best and the brightest” to operate increasingly high-tech weaponry, communications systems,
and equipment, the military had to expand its recruitment and retention strategies. The transition to an all-volunteer force made military families increasingly important to the performance of military readiness. It was paramount to start retaining married individuals with families instead of prioritizing unmarried individuals without children.

Prior to the shift to an all-volunteer force, a typical military family consisted of senior officer wives and children, whom society expected to play a supporting role in their husbands’ or fathers’ careers. Even as the force began to change, service members were typically young unmarried men who served only briefly before rejoining the civilian world to begin their careers and start a family. Other demographic changes included an increase in the number of dual military couples and single parents serving in the military.

At the same time, women entering the workforce (and the military) sharply increased, and changes in military personnel policies allowed women to remain on active duty and have children. Most women on active duty are of childbearing age, and researchers estimate that at least 15 percent will become pregnant while on active duty. The proportion of women in the active component of the military has grown from about 2.5 percent in 1973 to 16 percent in 2018. The enlistment of women resulted in a new requirement for full-time child care, especially for infants and toddlers, since the military required women to return to duty after a six-week maternity leave.

The quality of child care is dependent in large part on the quality of the interactions between children and their caregivers or teachers. Due to the needs of very young children, providing quality child care is labor intensive, and the cost of personnel is the single biggest cost driver in early childhood programs, accounting for approximately 80 percent of costs nationwide. A critical indicator of the quality of child care is the stability and competency of the workforce. Before the MCCA, according to anecdotal reports, employee turnover was high. In a post-MCCA survey, 70 percent of the respondents said staff retention had been a major problem before the implementation of the MCCA.

**Accountability, quality, and cost challenges**

During the 1980s, the country confronted a series of child sexual-abuse scandals in child care settings. Military child care was no exception. However, the high profile of the allegations in military programs (the Presidio of San Francisco and West Point Military Academy) captured the attention of the national media and ultimately prompted congressional hearings. The spotlight on child safety was intense, and DoD had to address safety and resolve it promptly.

Concern about the quality of military child care facilities began to surface in the 1980s. The House Committee on Appropriations’ Surveys and Investigations staff reported that some of the child care centers visited were in old buildings originally constructed for other purposes, such as barracks, dining halls, and bowling alleys. The staff concluded that the poor building conditions contributed to “program inadequacies.”
Also, during the 1980s, military service leadership recognized the need for more child care and considered transforming what had been the “nursery” model of hourly care (primarily provided by volunteers who supported social functions) to a full-day program for single parent and dual-working families. The quality of the programs became an issue because military parents needed child care regularly for longer days.

In addition to quality and availability concerns, parents were vocal about the costs, especially for lower-ranking enlisted personnel. Prior to the MCCA, individual installation commanders set child care fees high enough to cover the cost of operating the child care center, but military families, especially on the lower-income scale, struggled to be able to afford these costs.

EVIDENCE AVAILABILITY

As with the current challenges facing child care across the country, improving the military’s child care was not a simple task, and neither were the solutions. Each proposed policy change had an impact on thousands of children, their parents, the child care workforce, and mission readiness—none of which could be taken lightly. The use of data and research was essential to support multimillion-dollar budget increases. The availability of evidence depended on the core area being addressed.

Program and facility quality

Word about the lack of basic health and safety conditions in many child care facilities reached members of Congress. The Armed Services Committees (both House and Senate) asked the Government Accountability Office (GAO) to examine the condition of child care facilities, construction requirements, program operation, and methods for controlling costs. The GAO’s 1982 report, Military Child Care Programs: Progress Made, More Needed, found that “many child care centers currently in use are neither safe nor suitable... Additional facilities are needed in the Marine Corps to accommodate demand. The majority of centers in the Army and Navy and 20 percent in the Air Force need upgrading.”

The same 1982 GAO report also concluded that “DoD-wide minimum standards are lacking for important program elements including total group size, caregiver/child ratios, educational activities, staff training, and food service.” When DoD designated child care centers as community facilities in 1978, it gave the services authority to develop their child care regulations. Subsequently, the services began developing service-wide child care regulations based on state standards and the research and expertise of the major social welfare and professional early childhood organizations.

Workforce

Anticipating that Congress would take steps to improve the child care workforce, DoD established a task force to study the issue and make recommendations for appropriate wage and training programs. The task force examined data from the non-appropriated fund
and general schedule personnel databases from the military services and reviewed possible training and wages paid for equivalent work on installations.

**Costs**

The 1982 GAO report also found the fees charged in military centers were generally lower than in civilian centers, often by as much as 25 to 50 percent. Commanders were charging low fees under the mistaken impression that much lower-ranking personnel were using the centers; in reality, few lower-ranking individuals had children.14

GAO had surveyed government agencies in the Washington metropolitan area and found that civilian centers often did set child care fees by family income, and private centers sometimes reduced rates for families whose income was not sufficient to cover the full cost of child care. GAO recommended that the military services increase the fees for most users in order to improve the quality of the care offered but continue to offer lower fees to ranks E-1 through E-3.15

**EVIDENCE USE**

An advocacy group, the Military Family Wives Association, now the National Military Family Association, played a key role in bringing military families’ concerns about cost and quality issues to DoD’s attention.16 A 1988 GAO report pointed to the variations in fees within the military services and even among bases within the same branch.

In response to issues of cost, quality, and availability of child care, Congress conducted hearings in 1988 and passed the MCCA a year later. The MCCA included 35 specific requirements. The DoD Office of the Inspector General conducted a second and lesser-known study of child care. Their report, issued in September 1990, contained 50 additional recommendations. The MCCA covered some, but there were new requirements for the military to address.

The use of evidence in the decision-making process was paramount. The decisions DoD leaders were making had major implications for the investment and use of taxpayers’ dollars. Meeting the child care needs of more than a million active duty personnel and their families would ultimately require hundreds of millions of dollars. The allocated funds would affect the lives of over 3 million active duty and civilian personnel and their families. The military child care program was highly visible within Congress, and members were sure to closely scrutinize every decision. The MCCA itself required six major reports back to Congress, and DoD routinely provided briefs on the program to both Senate and House staff. The program was so visible that staff regularly apprised the secretary of defense and military leadership of its status.

The MCCA mandated changes to the child care program at a time when the defense budget was being reduced due to the fall of Communism.17 Because the changes required significant funds and no appropriation accompanied the MCCA, funds had to be taken from already
shrinking accounts, leaving the program at odds with some military commanders and comptrollers.\textsuperscript{18} To say there were tensions, as a result, would be a gross understatement.

While the MCCA dictated with some specificity the policies to follow to improve military child care, DoD had to use evidence from a variety of sources to achieve them. Evidence came from many sources, including the military services, the Defense Manpower and Data Center, GAO reports, civilian workforce data, both appropriated and non-appropriated fund budgets, research reports from Logistic Management Institute and RAND Corporation, military personnel reports, and research in early childhood education, children’s health and nutrition, and effective training practices.

**Facility quality policies**

As a result of the 1982 GAO report, \textit{Military Child Care Programs: Progress Made, More Needed}, Congress approved DoD’s request for appropriated funds to construct new child care facilities for the first time in the 1982 budget.\textsuperscript{19}

Military officials, prompted by GAO recommendations, agreed that a uniform DoD-wide design guide for child care centers could reduce both the cost and the time required for construction of new facilities.\textsuperscript{20} In developing the uniform design guide, program officials, as well as designated service engineers and architectural representatives, relied heavily on evidence-based fire standards for child care centers developed by the National Fire Protection Association. They also based the new facility requirements on the median of state licensing standards related to the number of square feet required per child as well as the number of toilet and other facility features required to provide child care.

**Program quality policies**

Beginning in the late 1970s, the military services began developing service-wide child care regulations based on state standards and the research and expertise of the major social welfare and professional early childhood organizations. However, the 1982 GAO report concluded that “DoD-wide minimum standards are lacking for important program elements including total group size, caregiver/child ratios, educational activities, staff training and food service.”\textsuperscript{21}

In response, in 1988, DoD commissioned a review of state child care standards. A report from the Logistic Management Institute provided data on state standards for critical elements such as ratios, group size, and basic health and safety requirements.\textsuperscript{22} A DoD instruction was issued in 1993, and based on the report, DoD decided to use the median of state standards. This is important because many still believe the DoD standards are higher than state standards. The distinction is that while the standards may be the median, the enforcement of them is very closely monitored. The services were required to modify their existing regulations to come into compliance with the DoD instruction.\textsuperscript{23}
Further gains in quality were necessary to meet the MCCA’s requirement for at least 50 military child care centers to become nationally accredited. To become accredited, the military services had to demonstrate they had achieved the quality of the National Association for the Education of Young Children Accreditation Standards. The association used current research to establish an accreditation standards to help parents identify high-quality early childhood programs. Similar research was conducted by the National Association for Family Child Care to establish the accreditation standards for family child care homes and used by DoD to guide standards for family child care homes.

**Workforce policies**

The task force on personnel completed its work around the time Congress passed the MCCA. The MCCA had two directives. First, it standardized a training program. Second, it required completing the training as a condition of employment. The MCCA required “a program to test competitive rates of pay to improve the competency and stability of the workforce.” Based on the recommendations of the task force, DoD conducted a pilot program soon after passage.

To improve the competency of the workforce, DoD staff looked to the results of studies completed for the Department of Health, Education, and Welfare report *Children at the Center: Final Report of the National Day Care Study.* The report demonstrated that child care-related education and training showed a moderately strong and consistent relationship to the measure of the quality of care but little relationship to cost. The study recommended that staff providing direct care to children receive training in child-related education and care. Because of the mobility of the military child care workforce, traditional training approaches, such as an institution-based certificates or diploma programs, could not be used.

In 1977, the Army received funding from the Department of Health and Human Services to develop staff training materials and administrative guides. By September 1980, the Army had developed 16 training manuals and guides. These materials covered child development from infancy through school-age, planned appropriate educational activities, and provided guidance on managing all aspects of military child care centers. A few years later, the Navy funded a non-appropriated fund contract to develop training modules based on more current research. These modules were later expanded to family child care and school-age care with Army funding. In 1993 DoD adopted use of the modules to train all military child care workers.

**Accountability policies**

In the late 1970s, prior to the MCCA passing, the military services had begun to conduct inspections of its child care centers so that the centers could participate in the U.S. Department of Agriculture (USDA) Child and Adult Care Food Program. To receive USDA funds to help pay for the cost of the meals and snacks served in child care centers, the military programs had to be state licensed. In lieu of this licensing, the services developed their own inspection and certification requirements in order to receive USDA funds.
Later, in response to the MCCA, DoD established a system of accountability that included multilevel inspections. Beginning in 1990, each military child-development program received a minimum of quarterly unannounced inspections, with one from a higher command specialist. In turn, each military service conducted at least one unannounced inspection in each major command, and DoD conducted one unannounced inspection of each military service. In cooperation with the military services, DoD developed and issued an inspection checklist based on the best-known indicators of quality in child care and, in large part, on the National Fire Protection Association’s Life Safety Codes and Caring for Our Children: The National Health and Safety Performance Standards: Guidelines for Out-of-Home Care. The latter standards, published for the first time in 1992, were the product of a five-year national project funded by the U.S. Department of Health and Human Services and included a comprehensive set of health and safety standards. The resulting DoD standards became the minimum for all inspections. All military child-development specialists were trained in advance on the use of the inspection checklist.

Finally, some decisions to inspect specific installations were based in part on calls from parents and the public to the DoD Child Abuse and Safety Hotline, which the MCCA required. Substantiated calls required an unannounced follow-up inspection.

**Establish cost and achieve affordability**

All of the requirements in the MCCA were “unfunded mandates.” In other words, there was no increase in the DoD budget to fund the improvements, rather funding had to be identified and reprogrammed from existing operating and maintenance accounts. Although in 1978, DoD had designated child care centers as facilities for which the federal government had responsibility, the programs were primarily viewed as services to be paid for by the user fees. When the MCCA passed, the total appropriated budget for child care was $89.9 million and included only 1,222 positions funded with taxpayer funds. Parent user fees paid most of the cost, and there was little expectation that funds appropriated for the military mission would go toward operating child care programs.

All of this was complicated by the fall of Communism in 1989 and the accompanying drawdown of the military both in numbers of active duty and in budgets.

The MCCA required parent fees based on total family income with those earning less paying less. The total revenue raised from parent fees had to match taxpayer dollars on roughly a dollar-for-dollar ratio that in turn was enough to pay for the general schedule child care staff. Although the pay scales for the actual military members were a matter of public record, the incomes of nonmilitary spouses were not available. DoD and the military services developed a variable income fee schedule designed to meet these requirements so that parents could pay based on their total family income.

Establishing the DoD child care fee structure required estimating the non-appropriated fund and parent fees cost of providing care under very dynamic conditions. During the initial years of the MCCA, the services sought to add appropriated fund positions for program
management and caregiving staff. Funding the program management and at least half of the caregiving staff was critical to reducing the cost of program operations that parent fees paid for. During the first years of the new fee structure, delays in obtaining funding for and filling appropriated fund positions while also setting parent fees based on income led to non-appropriated fund losses at some installations and disgruntled installation commanders and higher-ups at headquarters.\(^{33}\)

**Increase availability**

The MCCA required DoD to study the expected demand for child care for military and civilian personnel in order to provide a plan to meet demand and to estimate the cost. Using the 1989 GAO report *Military Child Care, Extensive, Diverse, and Growing* as the benchmark of how much care was available, DoD and the military services developed a formula based on available data from the Defense Manpower Data Center on military families to project the need. The formula used data on the total number of military personnel, the number of married military personnel, single parent military, military with civilian working spouses, the number of children by age category, and the number living on-base versus off-base. DoD staff tested the formula at select installations and made adjustments based on the findings. DoD then applied the formula to all military bases, and used the results to project the potential need for child care. Also, the military bases tracked waiting lists, which, while an imperfect measure, provided additional information. The baseline set for available care was reported to Congress and included a five-year plan to meet the need.\(^{34}\) This document also served as a budget justification moving forward.

By 1995, more than 95 percent of all military child care programs were nationally accredited by the National Association for the Education of Young Children, compared with 10 percent nationwide at the time.\(^{35}\) The accreditation then and now remains the gold standard in child care quality. The amount of care available to families had increased from 53,000 to 154,000 spaces, and staff turnover had been reduced to 30 percent (the average military family transferred about every three years.)\(^{36}\) Before the MCCA, employee turnover in military child care programs ranged from 65 to 300 percent.\(^{37}\) In 1997, as a result of the work done, then-President Bill Clinton proclaimed the Military Child Care Program a national model.\(^{38}\)

One policy decision stands out as the most critical and fundamental to the creation of a comprehensive, high-quality child care system: apply all requirements of the MCCA to all components of the system, including child care centers, family child care homes, school-age care, and part-day programs. The MCCA itself required many of the changes apply to centers only. After carefully considering the ultimate consequences of improving just one component, DoD decided that any child receiving care in a setting sponsored by the DoD must maintain certain levels of safety and quality. Had DoD not made that decision, the likelihood was high that all parents would abandon family child care or school-age programs in favor of the centers, creating yet another crisis.
LESSONS

- **Evidence-based policymaking requires multiple perspectives and flexibility.** Fixing military child care required a commitment from Congress, DoD leadership, the military services and installation commanders. Data and research informed decisions to the extent possible. When data did not exist, DoD used proxies or conducted pilot programs to test approaches and determine the best course of action. When pilots yielded information, the department was willing to adjust policies to ensure the highest-quality care was available.

- **Evidence can improve understanding of multifaceted policies.** While tackling multiple issues at one time was challenging for the DoD and the military services, the goal of high-quality, affordable, and available child care for military families could not have been achieved by fixing only one piece of the system or one piece at a time. For example, paying staff more without requiring higher levels of training and competence would have increased parent fees without significant improvements to quality. Likewise, issuing standards without enforcing them would have achieved minimal improvements. Implementing a graduated-fee policy without significant underwriting of the cost of care from nonparent sources would have forced higher-income parents to subsidize lower-income families at such a high rate that they would leave the system—a common dilemma in civilian child care. Even with all these elements in place, effective management is necessary and having access to useable evidence was an aspect of this. Currently, few of these elements are in place in the civilian child care sector, and it is unlikely the civilian sector can duplicate the military’s success without major structural and funding changes at a national level.

- **It is hard to make policy decisions when there are knowledge gaps.** There were notable gaps in evidence when the DoD began implementing the MCCA. Chief among the gaps were the lack of data on the cost of care, the actual need for care, and how to measure quality. These gaps were ultimately closed as data became available during the process. Depending on the military service, the quality of the installation programs varied. There were no minimum DoD-wide health and safety standards, and no information available on the actual quality of experiences children were having. There was also no information on the demand for care and who was actually using the different types of care (center-based, after-school care, or family childcare). There were no nationally recognized, research-based instruments to determine quality. Perhaps the biggest gap concerned the actual cost to provide care in the various settings for the different age groups of children, making it difficult to develop budget projections.
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7. BABY, IT’S COLD OUTSIDE

Modernizing Energy Assistance Grants

Nick Hart is a fellow at the Bipartisan Policy Center and chief executive officer of the Data Coalition. He previously served as the director of BPC’s Evidence Project. He also previously worked at the White House Office of Management and Budget covering energy assistance issues.
Since the 1980s, the U.S. government has provided energy subsidies to support low-income families in paying their heating and cooling bills. Historically when families were unable to meet basic energy payments, utility companies may have discontinued services. As a consequence, families faced freezing temperatures in the winter or excessive heat in the summer—all of which can contribute to a range of negative public health outcomes.

Policymakers determined that establishing a program to counteract the potential for negative effects from extreme weather conditions was a public health priority. This was the genesis of the Low-Income Home Energy Assistance Program (LIHEAP), established in 1981. Utility companies favored the approach because it meant they were not on the hook to disconnect services from needy families in the depths of winter. Congressional representatives from cold weather states appreciated the financial grants to their states in the winter; representatives from warm states valued the assistance provided to their states in the summer.

The history of the program and the feel-good factor of supporting needy families led to stable funding for years, with support from a bipartisan and geographically diverse coalition in Congress. However, as budgetary pressures increased after the 2000s, the program also struggled to justify its allocation of funds to state grantees and whether the program used those funds most effectively to target the neediest populations. Numerous executive branch budget proposals, from both Republicans and Democrats, proposed cutting the funding allocated to the LIHEAP block grant.

Determining how much money to allocate to the program was related to understanding an array of factors. The total funding level directly affects the resource supply to provide services. But demand is harder to determine. While the government has information generally about the number of households eligible to receive the subsidies, the actual
scope of the population in need is less clear. Knowledge about need is based on housing characteristics like size and age, family financial stability, heating and cooling systems, home energy efficiency, health conditions of individuals in a household, and, importantly, the weather conditions in a given region and year.

For a program intended to address pressing needs in reducing energy burdens for low-income households, administrators knew relatively little about how to best fulfill the unknown demand for program services and what the most effective strategies for doing so were. One theory was that the best approach was to increase funding for LIHEAP to provide larger or more subsidies. Another theory was that improving general household income supports would be more effective. Still another theory emphasized the need for potential program reforms to ensure that resources addressed the long-term needs of the most burdened households.

**ISSUE BACKGROUND**

Traditionally, the vast majority of federal funding spent on LIHEAP grants supported direct heating and cooling assistance, or emergency assistance used to replace furnaces and air conditioners during times of crisis. A smaller amount of funding was also available to support energy efficiency upgrades with the goal of improving features of the housing stock over time in order to reduce the costs of heating and cooling.

LIHEAP permits state grantees incredible flexibility to determine how to allocate resources to best meet individual state needs and priorities. In practice, some states ask low-income households to apply for assistance at the beginning of winter, then take the total funding available and distribute it across all eligible applicants. Other states prioritize resources for the elderly and children. Some states encourage high levels of spending on energy efficiency; others virtually none. This mix of state strategies for implementing the program is characteristic of federal block grants, but it also reflects the range of climate, geographic, population, housing, and fuel characteristics across the country.

These characteristics also create tension points for program implementation. Inevitably, each winter there will be a cold spell that will translate into a surge in fuel prices in some part of the country. In the past, LIHEAP had a “contingency fund” that provided flexible funding to address these types of needs. But while weather can be predictable, less predictable is where the need will be greatest. Then in 2012, Congress ceased appropriating flexible contingency funding, meaning states and the federal government had to plan for unexpected changes in temperatures and fuel prices.

In 2014, the price of propane in the United States skyrocketed. For households in the upper Midwest, the high price of propane meant many could not fill their tanks when empty. Paying to refill a propane tank is a lump-sum cost that may cover fuel for multiple months or even an entire winter. The fact that propane prices would spike in the winter was predictable. That year, fall in the Midwest had been wet, so farmers depleted the supply of propane by drying crops prior to sending them to market. The shortage in total propane
supply drove up the price of propane across-the-board, including for residential deliveries for heating homes.

Beyond the context of energy prices and the regional politics of the program, funding LIHEAP is considered sacrosanct in Congress. But the executive branch—regardless of political party in control of the White House—tends to suggest flat or decreased funding for the block grant. Nearly every year of any administration, Republican or Democrat, the funding level for LIHEAP is determined by a combination of political goals about program optics and a need to meet broad spending targets for the entire budget. As a result, the decision about the LIHEAP budget request is anything but evidence-based; it is determined by staff in the White House, political appointees, and budget scorekeepers. That is not to say information and evidence did not play a role historically in program operations, but the funding level was traditionally more politically influenced. In the budget, LIHEAP is a political football.

In 2015, as the Obama administration was preparing its final budget proposal to Congress, the White House became interested in identifying “good government” initiatives with bold new ideas that also achieved broad administration goals. Coincidentally, within the White House complex, an active discussion about how to improve LIHEAP was already underway. Policymakers tacked LIHEAP onto budget framing that involved staff in the White House’s Office of Management and Budget, the Domestic Policy Council, the U.S. Department of Health and Human Services (HHS), and external, non-governmental stakeholders. The stakeholders were collectively trying to determine a proposed funding level alongside a strategy for improving the long-term viability and effectiveness.

**EVIDENCE AVAILABILITY**

A vast range of evidence was available about LIHEAP operations and program participants’ need, though the program lacked impact evaluations to characterize the extent to which the program affected intended outcomes.

**Performance measures**

For years, a series of performance measures that tracked the energy burden across sensitive subpopulations informed HHS implementation of LIHEAP. Individual state grantees largely report the data to support the performance measures on an annual basis. A 2005 evaluation suggested that high-burden households tend to receive more LIHEAP funding than households with lower energy burdens, though there were substantial gaps in benefit targeting.1 HHS nonetheless routinely presented performance measures to Congress and to the American public in the budget and funding justifications.

**Energy information**

The Energy Information Administration at the U.S. Department of Energy collected data in a survey it operated on behalf of HHS. The Residential Energy Consumption
Survey specifically added questions about LIHEAP receipt to support the development of performance measures as well as other program insights. While useful, the Residential Energy Consumption Survey is an intermittent survey rather than an annual one, leaving HHS with updates about LIHEAP participants’ characteristics and energy-consumption patterns once every four or more years.

The Energy Information Administration also provides HHS and the American public with extensive information about energy prices, including predictions for fuel demand and costs over the winter. The short-term energy outlook includes projections for different fuel types in the winter and consideration of regional price variations. This information is first available in the fall and the administration updates it monthly through the winter, with summary descriptive statistics published as open data.

**Weather and climate information**

The U.S. Department of Commerce’s National Oceanic and Atmospheric Administration makes information available about how much variation from the norm different parts of the country’s temperatures are. For example, using ambient temperatures, the agency estimates how much energy is needed to warm a building to a comfortable temperature. The information is a proxy for energy demand broadly across the country and applies for both cool and warm climates. Both historic and projected statistics are available.

**Population eligibility characteristics**

The U.S. Census Bureau’s American Community Survey provides statistics about household incomes and eligibility to serve as a proxy for need across the country. The Census Bureau provides statistics about poverty levels and household members at varying geographies through public-use datasets, which can provide insights about eligible and vulnerable populations, with consideration of age or disabilities in the household. The Census Bureau also collects and analyzes data about utility costs, which HHS uses to allocate some grant funding.

**Housing characteristics**

The U.S. Department of Housing and Urban Development collects additional data through the American Housing Survey. In conjunction with the Census Bureau’s Current Population Survey, the Department of Housing and Urban Development can generate statistics about the characteristics of homeowners in poverty on a biennial basis. For example, the housing survey can determine the share of households below the federal poverty line that rent versus own and that also have an elderly member of the household. While less specific to the LIHEAP-recipient population, these data are timelier than those collected by the Energy Information Administration. The survey also allows for stratification of housing and individual characteristics useful to understand trends in the housing stock over time.

Taking all of this information together, a robust depiction of LIHEAP-eligible and LIHEAP-recipient households emerges—a depiction analysts can pair with broader
climate, weather, and fuel price statistics to provide insights for policymakers about projected trends and performance.

EVIDENCE USE

In preparing for the 2016 White House budget proposal, Obama administration officials requested recommendations about how to develop a final decision on the LIHEAP funding level as well as any policy adjustments that might be reasonable for the program. Career and political staff considered the entire array of evidence in weighing whether to suggest policy changes to the program and, if so, what those changes would be. However, the determination about the funding level was largely based on politics and broader budgetary targets for the budget.

Every year, the Office of Management and Budget (OMB) runs a routine process for formulating the president’s budget proposal. In September, agencies submit their budget requests to the White House for consideration, then the staff at OMB review, analyze, and refine the proposals with input from political appointees and agencies. It is a process of weighing priorities, incorporating the president’s agenda, and promoting effectiveness and efficiency in government operations.

When considering potential LIHEAP changes, staff across OMB came together to discuss the intersection of multiple programs that relate to funding energy costs, addressing low-income household needs, and related energy efficiency operations. For example, the Supplemental Nutrition Assistance Program (SNAP, previously known as food stamps) can support some utility payments, meaning low-income households have multiple potential resources for addressing high energy costs or burdens. The staff had to weigh potential changes in an array of other programs as well as LIHEAP in formulating recommendations about how to proceed. In addition, the Obama administration had broad goals about achieving certain energy efficiency outcomes, which are relevant for LIHEAP because a portion of grant funds can go toward efficiency activities.

For LIHEAP, analysts at OMB developed a comprehensive analysis of information from the range of sources about demand, supply, projected price changes, and other programmatic features in a memorandum provided to the OMB director and the senior policy staff. The memo presented tradeoffs and acknowledged the gaps in knowledge that remained due to a lack of impact evaluations about program outcomes.

Traditionally in the OMB process, the career staff present these findings along with a recommendation to the OMB director. For LIHEAP, the recommendation was to develop substantial reforms about the long-term sustainability of the program, essentially shifting resources to the efficiency part of the program to develop improvements to the housing stock over time. Another prong of the recommendation was to create a policy that better linked funding to changes in weather patterns and prices in order to reflect the real-world changing conditions. A final prong recommended allocating funding for research, evaluation, and...
innovation in the program. OMB’s political officials agreed, based on the descriptive analysis available, that long-term changes made sense for the program.

In the ensuing weeks and months before the White House published the budget, OMB and HHS officials refined the proposal. The final proposal, presented in the president’s fiscal year 2016 budget included funding for innovation and research, provided some funding for the traditional program, increased resources for energy efficiency activities, and developed a funding mechanism that would provide resources to state grantees when there were substantial anomalies in temperatures, fuel prices, or the eligible population for the program. While the public justification of the policy reforms did not present the detailed references or analysis, OMB and HHS officials agreed on the analytical basis for the decisions reached about policies in the LIHEAP budget proposal for the year.

While evidence was largely unused for deciding the actual funding level, the policy reforms proposed for LIHEAP were based on a variety of data sources and a collation of descriptive statistics or trends about key aspects of the program. Even then, substantial gaps and uncertainties remained about the eligible population, grantee implementation, and other program characteristics. But decision-makers were able to apply the evidence available to inform the most substantial proposed reforms to LIHEAP since the 1980s.

In the end, Congress did not adopt the administration's proposal and, in subsequent years, provided additional funding to the program. But the development of the proposal spurred broader discourse among stakeholders about better developing stronger evidence for potential reforms to the program.

LESSONS

- **Politics is inevitable for certain funding decisions.** When making the funding decisions about LIHEAP, politics was an inevitability that affected the level of funding requested and provided. However, the program lacked—and still does—impact evaluations about program outcomes that could affect future perceptions about whether the program achieves intended goals.

- **Decisions happen without perfect evidence.** The information available for LIHEAP decisions, including for proposing major reforms, includes vast uncertainties about the program operations, grantee performance and implementation, and characteristics of the population that might be relevant for aspects of the decision. But at the same time, much information was known. Policymakers were comfortable proposing reforms even in the face of uncertainty, and they recognized that they would still need to make budget decisions without perfect information.
• **Motivated leadership could rely on credible staff.** Career staff prepared sophisticated analysis underlying the decisions about the LIHEAP reforms at OMB. The staff established credibility with political appointees and senior career officials in making recommendations, while relying on a variety of trusted government data sources. The recommendations were within reason and plausible for policymakers to consider, so motivated leadership at the career and political level could advance the dialogue about reforming the policies with trust that at least analytically the decisions were based on the best available information.

• **Data have to exist to be used.** Staff used many government data sources to develop a rationale for how to reform policy, and all of those datasets were publicly available. Open data can provide analysts information to make powerful and compelling arguments about what actions to take. Information had to be available first before analysts could use it. This suggests that attention to data infrastructure and availability is a key aspect of ensuring policy analysts can effectively operate in dynamic environments for decision-making.

• **A learning agenda for LIHEAP would be productive.** Given the gaps in knowledge about LIHEAP when reforms were on the table in 2014, a strategic plan to learn more about the program moving forward would be useful for policymakers. There has been some discussion about stakeholders developing a plan to study the program’s effectiveness at achieving long-term outcomes. This in turn could support the production of research that would be useful for future reforms and that OMB staff and other policymakers would likely use in determining how to shape energy assistance activities in coming years. The proposed reforms from 2015 demonstrate that in the context of LIHEAP, policymakers were eager to identify and use available information to help inform the framing and extent of reforms—filling in knowledge gaps would only improve this capability.

5. U.S. Census Bureau. “American Housing Survey.” Available at: [https://www.census.gov/programs-surveys/ahs.html](https://www.census.gov/programs-surveys/ahs.html).
8. WHAT WILL IT TAKE TO END FAMILY HOMELESSNESS?

The Family Options Study
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The federal government has been funding efforts to address family homelessness since the 1980s. The passage of the McKinney-Vento Homelessness Assistance Act of 1987 was the first significant legislative action designed to address homelessness nationwide. It authorized the Homeless Assistance Grants program within the U.S. Department of Housing and Urban Development (HUD). In fiscal year 2018, HUD received just over $2.5 billion in Homeless Assistance Grant funding.

While homelessness emerged as a problem of sufficient magnitude to induce a federal response in 1987, local communities have been grappling with homelessness for centuries. Recognizing the value of locally driven and coordinated efforts to address homelessness, HUD awards the Homeless Assistance Grants funding to entities known as “Continuums of Care.” Continuums of Care are composed of a network of providers within a given geographic region who offer housing or services to people experiencing homelessness. Using HUD funds, along with other state and local funding, communities may operate a variety of programs designed to address homelessness. These programs range from emergency shelters that provide temporary overnight accommodations to permanent supportive housing, which offers a long-term rental subsidy packaged with a flexible array of supportive services.

Each year, the members of the Continuum of Care in communities across the country come together and assemble a single application for funding to HUD, thus providing an opportunity for the jurisdiction to prioritize the kinds of programs believed to be the most critical to address homelessness in their particular community. HUD requires Continuums of Care to establish a local information technology system, a Homeless Management Information System, which collects client-level data and information on the provision of housing and services to homeless individuals, families, and persons at risk of homelessness. There is an
expectation that communities will use their local data to better understand the composition of the population experiencing homelessness within their Continuum of Care, and to structure their homelessness assistance system to meet the identified needs of the local population.

The ultimate goal of a Continuum of Care is to create a homeless assistance system designed to match the needs of those experiencing homelessness with an appropriate program that will address their needs and end their homelessness. By mid-2000s, however, the body of research on family homelessness was largely descriptive, both of the population and of the various interventions designed to address family homelessness. Little data related to the impact of these different interventions existed, and thus communities lacked solid evidence regarding "what works for whom" to enable families to exit homelessness quickly and permanently. In addition, not much was known about the costs of implementing the various interventions.

**ISSUE BACKGROUND**

Family homelessness is dynamic, with families moving in and out of homeless assistance programs every day. During 2017, nearly 151,000 families with children (representing almost half a million individuals) accessed the homeless assistance system through a stay in an emergency shelter or transitional housing. Different theories on the cause(s) of family homelessness have led to the rise of different types of interventions to address the problem. One theory holds that homelessness is purely an economic problem that can be addressed by providing a family with assistance in affording a housing unit. Another theory poses that while housing assistance is indeed crucial, family homelessness is a result of other challenges faced by families (such as child welfare engagement, mental health or substance abuse challenges, and unemployment) that must be addressed in order to end their homelessness.

In addition to these two broad camps, theories vary on the length of time for which assistance must be provided to a family in order to end their homelessness, with some arguing that the need for assistance is permanent, and others arguing that the need for assistance is only temporary. Debate on the appropriateness of various housing and services interventions to assist homeless families is overlaid by the scarcity, as well as the range of costs, associated with different interventions. Programs to address homelessness typically vary along three primary domains: (1) length of stay/duration of assistance; (2) provision of supportive services; and (3) housing arrangement and financing thereof.

The lack of rigorous research about homelessness interventions hampers providers from targeting their resources efficiently and limits policymakers in providing guidance to communities regarding the optimal investments for their homeless assistance funding. Congress acknowledged this limitation in HUD’s 2006 appropriations by directing HUD to "undertake research to ascertain the impact of various service and housing interventions in ending homelessness for families." HUD launched the Family Options Study to learn about which housing and services interventions work best for families with children experiencing homelessness and to document the costs of implementing the various interventions.
EVIDENCE AVAILABILITY

The Family Options Study, launched by HUD in 2008, is a multisite evaluation designed to measure the relative impacts of various housing and services interventions for homeless families. The study has an experimental design to generate the most rigorous evidence suitable for informing policy.

In implementing the study, HUD sought to understand which interventions yield the best outcomes for families, whether certain types of families were better served by particular interventions, whether some interventions work better in the short-term or the long-term, and the costs of the different interventions. Because each intervention studied is designed to address homelessness through different pathways, outcomes of interest extended beyond housing stability to also include family preservation, child well-being, adult well-being, and self-sufficiency.

HUD implemented the Family Options Study in 12 communities across the country. In total, over an 18-month enrollment period, 2,282 families who had spent at least seven days in an emergency shelter, and had at least one child younger than 16, were randomly assigned to receive priority access to one of four possible interventions:

1. A non-time-limited housing subsidy, usually in the form of a Housing Choice Voucher;
2. Community-based rapid re-housing, which is temporary rental assistance, that was available for up to 18 months with limited housing-related services;
3. Project-based transitional housing, which provides temporary housing for up to 24 months in an agency-controlled building, coupled with intensive supportive services; and
4. Usual care, which was a mix of housing and services that homeless families may access from the shelter on their own without direct referral to one of the other interventions.

Researchers followed families for three years after random assignment. Researchers conducted extensive primary data collection with families when the study started and again approximately 20 and 37 months after random assignment. Also, interim contacts with families every six months provided additional data related to housing status and family composition at more frequent intervals. HUD used administrative data sources to measure additional family outcomes, including local Homeless Management Information System data, HUD administrative data on the receipt of subsidized housing, earned income data, and child welfare data.

The homeless assistance system functions as a network of programs to which families receive referrals, theoretically based on an individual family’s particular set of needs. For this system to work efficiently, there must be evidence available to guide the referral process (families must be well-matched to the different available programs), and there must a sufficient supply of the right kind of programs for the kinds of families that seek assistance. Also, referrals are not directives; families choose to act upon referrals, and thus the
interventions must appeal to families. If families do not want what is being offered to them, they can choose not to accept the referral.

The Family Options Study was structured to mirror real-world conditions, with two exceptions. First, the implementation of the study forced communities to allocate referrals via random assignment, rather than through their regular procedures, which typically involve some type of needs assessment. Second, the study made one intervention available, the non-time-limited housing subsidy (referred to as “subsidy-only”), that is not typically available to families through the homeless assistance system.

Other interventions tested in the study—emergency shelter, community-based rapid re-housing, and project-based transitional housing—are typically available within any community and accessed through the homeless assistance system. For the subsidy-only intervention, however, families must access it through the mainstream housing assistance system by applying for the program through a local public housing agency. Housing assistance is not an entitlement, and currently, only one out of every four eligible applicants receives housing assistance. As a result, public housing agencies typically have long waitlists, which can take years to clear. While some public housing agencies may have preferences for prioritizing persons experiencing homelessness, most waitlists include long lists of eligible families with varying levels of immediate need for assistance and no ability for a homeless family to receive preferential treatment. Thus, the provision of a set number of slots for the subsidy-only intervention in study communities represented an expansion in the range of interventions typically available for homeless families.

Findings

Reports published in 2015 and 2016 provided evidence about the effects, relative to usual care, of giving families in emergency shelters priority access to different types of housing and services interventions.\(^3\)\(^4\) Both the short-term (20-month) and long-term (37-month) analysis documented vastly superior outcomes for families who were randomly assigned to receive a non-time-limited subsidy when compared with the outcomes of families who were randomly assigned to the other interventions. Families offered a non-time-limited subsidy experienced less than half as many episodes of subsequent homelessness and vast improvements across a broad set of measures related to residential stability in comparison with families assigned to other interventions. The benefits of the non-time-limited subsidy extended beyond the housing domain as well, generating powerful benefits on a range of outcomes that are critical for healthy child development, including:

- A reduction in child separations (at 20 months);
- Reductions in psychological distress of the family head, economic stress, exposure to intimate partner violence, school mobility for children, and food insecurity (at both time points); and
- A reduction in behavior problems and sleep problems of children (at 37 months).
The other interventions studied had few positive effects on families.

A second key finding concerned the cost of the various interventions studied. Analysis of the cost data revealed that the benefits conferred to families who were randomly assigned to receive a non-time-limited subsidy were achieved, on average, for roughly $45,500 over the full study period. This was only 9 percent higher than the costs that accrued to the families assigned to usual care. The families assigned to usual care cost, on average, $41,000 in housing and services over the full study period and demonstrated no improved outcomes.

Community-based rapid re-housing emerged as the lowest-cost intervention studied, with an average cost of $4,000 less than the other interventions over the full 37-month period. Although not associated with the same benefits as a long-term subsidy, priority access to community-based rapid re-housing achieved roughly the same outcomes as usual care but at a lower cost.

The striking benefits observed among families assigned to the subsidy-only intervention provide support for the view that, for most families, homelessness is a housing affordability problem that can be remedied with long-term housing subsidies without associated specialized services.

It is important to note that the modestly higher cost that accrued to the families assigned to receive a non-time-limited subsidy includes only the housing and services costs associated with program participation and/or emergency shelter. These costs do not consider any cost offsets that may have been the result of providing families with stable housing. Access to a non-time-limited subsidy led to reduced mobility, reduced adult psychological distress, fewer experiences of intimate partner violence, reduced school mobility among children, greater food security, and lower economic stress—all conditions that carry high economic and social costs for both families and communities.

**Evidence Use**

Numerous policy-relevant observations emerged from the findings of the Family Options Study. The study for the first time presented policymakers with a broad range of information about effectiveness and cost of different interventions in addressing family homelessness.

Subsidies made available to families experiencing homelessness represent an intervention that families want, that they can use, and that delivers powerful benefits in important domains that make the lives of low-income families and children better. The study reveals how families value the offer of a subsidy: 84 percent of the eligible families used it compared with 60 percent for community-based rapid re-housing and 54 percent for project-based transitional housing. The study also demonstrated families can maintain the subsidy over time, even without the offer of tailored services, with more than two-thirds of subsidy families still using the subsidy at the time of the 37-month follow-up point.
For the crisis response system, the study provides clear evidence that the high cost of emergency shelter and transitional housing programs do not yield improved outcomes for families when compared with the outcomes of families offered rapid re-housing. In the absence of a sufficient supply of long-term subsidies for families experiencing homelessness, rapid re-housing becomes the most useful response for communities seeking to assist homeless families, as the lower cost of rapid re-housing enables communities to serve more families with their limited resources.

In describing the study, then-HUD Secretary Julian Castro stated, “This can’t be something that just goes up on the shelf—it needs to be something that connects with what we do.” The findings from the Family Options Study led HUD to seek a historic investment of $11 billion to address family homelessness through a bold fiscal year 2017 budget request. The budget request included a 10-year, $11 billion proposal to fund additional housing vouchers and rapid re-housing assistance. HUD projected that by targeting new voucher assistance in combination with normal voucher turnover, as well as increasing the availability of rapid re-housing within communities, that communities could serve 40,000 new homeless families each year, potentially ending family homelessness over 10 years. The White House specifically articulated that the funding request was a result of the research: “This significant investment is based on recent rigorous research that found that families who utilized vouchers—compared to alternative forms of homeless assistance—had fewer incidents of homelessness, child separations, intimate partner violence and school moves, less food insecurity, and generally less economic stress.” HUD further cited the research as an underpinning for the budget proposal in its documentation provided to Congress to justify the request.

Unfortunately, the 2017 HUD appropriation did not include any funding in support of this proposal. And the following administration did not request additional funds as part of budget proposals from 2018 to 2020.

Despite a lack of additional dedicated funding, the study findings provide HUD with guidance for how to best use available resources within the crisis response system. If resources are too limited to offer long-term subsidies to all families experiencing homelessness, community-based rapid re-housing emerges as the most effective policy response, because it can achieve outcomes similar to those of usual care and transitional housing at a lower cost. HUD has moved to evolve the rapid re-housing program since the time of the Family Options Study, extending the maximum time that families can access the intervention from 18 to 24 months. HUD continues to encourage communities to reduce their investment in costly transitional housing programs and to shift their resources into the lower-cost and equally effective rapid re-housing program. Additionally, HUD continues to partner with communities to strengthen their coordinated entry systems to better connect people with the interventions and mainstream services they need when they arrive at a shelter.
LESSONS

- **Sometimes evidence will not be enough to change funding priorities.** A primary conclusion of the Family Options Study is that, in most cases, family homelessness is caused by the inability to afford housing. Thus, scaling up investments to increase the supply of affordable housing is an essential component of any strategy that purports to end homelessness among families. The homeless assistance system does not provide immediate access to long-term subsidies for most families in shelters. The 2017 budget request aimed to target significant funding to families experiencing homelessness by supporting a significant expansion in the availability of rapid re-housing and Housing Choice Vouchers dedicated to families experiencing homelessness. In the absence of additional funding to support the expansion of affordable housing opportunities or a dedicated stream of new funding to support the provision of housing subsidies dedicated to families experiencing homelessness, communities must build stronger connections between the homeless assistance system and the mainstream housing assistance system to ensure that families experiencing homelessness have equal access to housing subsidies.

- **If policymakers did not use evidence this time, it does not mean they never will.** The study demonstrates the ability of well-conducted, large-scale, multisite evaluations to generate national-scale conclusions. The study findings were suitable to develop a proposal for a large investment in the White House budget. Even though the final investment did not fit within the government-wide funding priorities at the time, the Family Options Study demonstrates the fundamental role that stable and affordable housing plays in improving child and family well-being, and it has provided clear, actionable evidence for future policy and research agendas in the ongoing work to end family homelessness.

9. CUTTING HEALTH CARE COSTS

Innovations from Pioneering Accountability in Care
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The United States has high health care costs, at least relative to other developed countries. In 2010, national spending on health care totaled $2.6 trillion, nearly 18 percent of the country’s economic activity. However, this spending comes without comparable gains in critical health and quality outcomes, such as life expectancy.

The Patient Protection and Affordable Care Act (ACA, or Obamacare) was enacted in 2010 to address two key causes: the number of uninsured Americans and the costs of health care. The ACA included provisions to control the rise in health care spending while also improving the quality of patient care. One approach encouraged health care providers to organize activities in a way that focuses on the quality of the care delivered by taking a holistic look at the value of care. This included the development of accountable care organizations (ACOs), which are groups of physicians and/or hospitals that take on the responsibility of the cost and quality of care for a patient population and move the system away from the historic fee-for-service model. ACOs are rewarded for managing chronic conditions and avoiding hospital admissions and other expensive and/or unnecessary services. The ACA established the Medicare Shared Savings Program (MSSP) as the permanent, national ACO program.

The ACA also restructured how the U.S. Department of Health and Human Services (HHS) went about testing new ways of paying for and delivering health care in order to determine which strategies were appropriate for larger-scale policy reforms. Together, Medicare and Medicaid provide government-subsidized health coverage to a large portion of the population, 47.2 million for Medicaid and 54.6 million for Medicaid as of 2010. The launch of the Center for Medicare and Medicaid Innovation (CMMI) enabled HHS to test innovative payment techniques and service delivery models that could reduce costs and improve quality in the Medicare and Medicaid programs. With CMMI, the ACA gave HHS
a mechanism to partner with providers as it conducted these experiments. One early test at CMMI, of the Pioneer Accountable Care Organization model, offers insights about how experienced medical providers supported innovative payment approaches and how the findings influenced changes to the MSSP.

**ISSUE BACKGROUND**

According to the Institute of Medicine about 30 percent of spending for health care goes to unnecessary services, administrative overhead, and other wasteful spending; in 2009, this amounted to $750 billion nationally. Historically, doctors had limited incentives to reduce the costs of treatment because the core payment approach offered them fees for each service provided, which created incentives to focus on growing the volume of services rather than on providing quality outcomes or mitigating the total costs of care. The theory behind the ACO programs is that if given the opportunity to earn bonuses by reducing total spending and improving quality, providers will have more balanced incentives and will focus more on what is appropriate for their patients and less on billing for more and more services.

**Medicare Shared Savings Program**

In ACO programs, Medicare determines the population that an ACO will be accountable for and sets a spending target for that population. If at the end of the year, the ACO’s population costs Medicare less than the spending target and meets specific quality standards, the ACO will receive a share of those savings. Conversely, if the ACO’s population costs Medicare more than the spending target, that ACO may owe Medicare payment as a share of those losses. Most ACOs prefer to enter “shared savings only” contracts, which gives them limited risk exposure while they change their organizational culture and care processes to manage their population’s health. More confident organizations may opt for the “shared savings and losses” contracts if they deem the financial opportunity large enough and the risk of losses manageable. Over time, HHS hopes that more ACOs will move to greater levels of risk, on the theory that greater accountability will drive better performance. In the first year of the MSSP, more than 100 organizations across the country participated, but fewer than 10 took on “shared savings and losses” contracts.

**Pioneer accountable care organizations**

Parallel to the MSSP, CMMI designed the Pioneer ACO Model to test more ambitious and risky design elements, with a goal of determining which of those elements the MSSP should incorporate as permanent features in future years. Out of more than 70 applicants, the agency selected 32 Pioneer ACOs, including both hospital systems and large medical groups in urban and rural regions. Like the MSSP, the Pioneer ACO Model held providers to a financial target and quality scorecard. However, Pioneer was designed for providers already experienced in population health management and ready to take on financial risk for potential losses starting on day one. In exchange for taking on significant levels of financial risk, CMMI offered Pioneer ACOs a number of program features designed to enhance their chances of success.
CMMI staff assigned Pioneer organizations a set list of patients at the start of the year to begin focusing their care management efforts, rather than having a patient list that could change throughout the year as new patients came into Medicare and others sought care from different providers. Having this enhanced level of certainty helped Pioneer ACOs better target their investments in staff time to engage with complex patients and those with known chronic conditions.

CMMI also waived certain payment rules, like requiring a three-day stay in a hospital before Medicare would pay for a skilled nursing facility admission. This rule had long been in place to prevent waste in the system on the theory that providers might otherwise overuse skilled nursing facilities. Because ACOs were now holistically accountable for the cost and quality of care, CMMI hypothesized that the organizations would use the waiver responsibly, safely decreasing Medicare costs by avoiding unnecessary in-patient hospital stays for patients who were stable enough to go straight to a nursing facility instead. Testing these features required a certain level of trust that ACOs would not game or abuse the new legal flexibilities. But HHS also detailed expectations of the processes that organizations needed to set up in order to ensure that the waiver applied only to appropriate cases and that no harm came to patients. Plus, HHS would monitor their efforts.

**Evidence Availability**

HHS used multiple types of evidence to assess the Pioneer ACO Model. First, CMMI fielded a team of researchers who conducted a formal evaluation to answer two key questions: (1) Did the Pioneer ACO Model result in lower Medicare spending than would have otherwise occurred without harming the quality of care? and (2) Were there certain types of ACOs that were more likely than others to be successful?

Second, the Office of the Actuary within the Medicare agency played a critical role in reviewing the formal evaluation findings and conducting additional analyses to assess whether the program met criteria to qualify for expansion into permanent programs, as laid out in the ACA. In contrast to the formal evaluation, which looked retrospectively at what happened in the Pioneer ACO Model, the Office of the Actuary had responsibility for prospectively predicting the impact of program features. This required consideration of the likelihood of different behavioral responses by health care providers to specific circumstances.

Third, CMMI collected a great deal of qualitative and quantitative information on how the program performed operationally. It sponsored a learning system that brought ACO participants together to share their experiences and to exchange ideas on solving common problems, such as how to interpret data files or how to explain their transformative care work to patients. CMMI collaborated with Pioneer ACOs to create a curriculum of topics. One module, for example, brought together the ACOs that implemented the three-day-stay waiver to discuss the best way to partner with skilled nursing facilities, streamline the process of readying patients to go home, and develop useful measures for success. Through
these interactions and by creating new data tools, contract templates, legal instruments, and processes for collaboration, CMMI generated a wealth of operational lessons for the agency to consider in generalizing from the Pioneer ACO Model.

**Evidence Use**

The independent evaluation demonstrated that Pioneer organizations saved Medicare a total of $384 million in 2011 and 2012. A significant part of these savings came from Medicare beneficiaries using the hospital less and shifting care to doctors’ offices. At the same time, the evaluation found that Pioneer organizations achieved a higher quality of care and sustained that performance throughout the evaluation period, confirming that savings did not come at the cost of reducing quality. The Office of the Actuary reviewed the evaluation findings and modeled additional analyses by using assumptions of the number of likely qualified organizations in the country, whether those organizations would begin as high-cost or low-cost providers, how strongly Pioneer program features would lure providers away from other types of contracts, and other key behavioral parameters.

Based on these analyses, the staff in the Office of the Actuary predicted that savings would accrue to the Medicare Trust Fund if Medicare’s permanent ACO program, the MSSP, included specific Pioneer design elements, such as providing a patient list to the organizations at the beginning of the year and giving them the option of realizing a higher share of savings if they agree to accept increased financial risk. The Office of the Actuary presented its findings in April 2015, certifying the expectation of cost savings. Based on the certification by the Office of the Actuary’s staff, HHS decided to include these Pioneer ACO Model design elements into a new component of the MSSP through regulatory action.

Based on CMMI’s operational experience, HHS policy officials determined that the three-day-stay waiver did not result in adverse patient outcomes or questionable business practices by providers and was a cost-effective tool for case management in rehabilitation settings. Thus, it incorporated the three-day-stay waiver into the MSSP for organizations taking financial risk. HHS finalized these new MSSP features in June 2015, approximately four and a half years after the launch of the Pioneer ACO Model.

As important, HHS staff recognized that not all of the features tested through the Pioneer ACO Model were ready for large-scale adoption, but they could still be translated into program elements to test in a new ACO experiment. For example, CMMI learned that some organizations wanted to change how they receive Medicare payments: rather than a stream of payment for individual services with an additional payment of shared savings at the end of the year, some ACOs wanted their payments throughout the year to be lumped together into larger monthly payments, called “capitation,” and calculated on a per-patient basis. Receiving more predictable and larger amounts at a steady pace would allow them to better plan their investments responsibly. ACOs also found that many (often the majority) of the patients assigned to them were not members of the population they were accountable for, which greatly
HHS STAFF RECOGNIZED THAT NOT ALL OF THE FEATURES TESTED THROUGH THE PIONEER ACO MODEL WERE READY FOR LARGE-SCALE ADOPTION, BUT THEY COULD STILL BE TRANSLATED INTO PROGRAM ELEMENTS TO TEST IN A NEW ACO EXPERIMENT.
diluted the value of the care interventions and presented missed opportunities to help patients in need. Therefore, they asked for the ability to approach patients CMMI may not otherwise have assigned to them to “join” their ACO.

CMMI applied these and other lessons into the design of an even more advanced program, the Next Generation Model, which began testing in 2016. Many organizations that had participated in the Pioneer ACO Model transitioned into the Next Generation Model, a testament to the value they found in working collaboratively with HHS to rapidly cycle through experimentation and learning.

## LESSONS

- **Evidence use requires weighing many inputs.** In the case of determining how to proceed with the Pioneer model, the most important lesson was how to synthesize and give appropriate weights to all the inputs. The program team received feedback directly from the ACOs, the learning system modules, shared savings results, evaluation results, and even from members of Congress who received constituent questions. Nothing takes the place of a rigorous evaluation, but in government programs, multiple stakeholders and informational inputs need to be factored into policy decisions.

- **Clear goals help inform the evaluation questions and resulting policy decisions.** While the Pioneer ACO Model did demonstrate savings to the Medicare Trust Fund, when designing subsequent projects, a key question involved the importance of early savings compared with longer-term care delivery transformation and provider culture change. If HHS gave a significant portion of the savings realized back to the ACOs, could this encourage more investment in care transformation and more longer-term eventual savings? When executing a program, there will likely be tremendous pressure to show results—and quickly. Setting expectations and defining metrics for success at the outset can help mitigate some of these external pressures.


3 Shared Savings Program. U.S. Code 42 §1395jjj.


10. LET’S TALK ABOUT LUST

EPA’s Underground Storage Tanks Program

Carolyn Hoskinson is the director of the Office of Underground Storage Tanks in the Environmental Protection Agency.

Mark Barolo is the deputy director of the Office of Underground Storage Tanks in the Environmental Protection Agency.

Karen Ellenberger is the outreach team leader of the Office of Underground Storage Tanks in the Environmental Protection Agency.
Now that we have your attention, full disclosure dictates that we tell you that LUST is an acronym for “leaking underground storage tanks,” at least in the parlance of the Environmental Protection Agency (EPA). Not exactly what you expected? EPA’s LUST work is important in protecting human health and the country’s environment, and the program achieved meaningful reforms through an evidence and evaluation project, also known as a backlog study.

Going back more than three decades, in 1984 Congress and the president added Subtitle I to the Solid Waste Disposal Act. Subtitle I created a federal environmental program to regulate underground storage tanks (USTs) containing petroleum and certain hazardous substances, with a goal of limiting corrosion and structural defections, as well as minimizing future tank leaks. Subsequent legislative amendments in 1986 and 2005 created the Leaking Underground Storage Tank (LUST) Trust Fund to address petroleum releases and to expand eligible uses of the LUST Trust Fund to include leak-prevention activities.

In response to congressional direction, EPA created the Office of Underground Storage Tanks in 1985; at that time, there were approximately 2.1 million regulated UST systems in the United States. In 1988, EPA issued the country’s first national UST regulation, and in 2015, it revised the 1988 regulation by adding additional prevention requirements and by ensuring that all USTs in the United States meet the same minimum standards.1,2

EPA’s UST program’s mission, which includes addressing leaking USTs, is to protect the country’s environment and human health from UST petroleum releases. States and territories (hereafter referred to simply as “states”), EPA, and tribes accomplish this by working collaboratively with industry to prevent releases, to detect releases early, and to clean up releases. Billions of gallons of petroleum products are stored in USTs throughout the United
States, and releases from USTs are a major source of soil and groundwater contamination. The greatest potential threat from leaking USTs is contamination of groundwater, which is the source of drinking water for nearly half of all Americans. A leaking UST can also present other health and environmental risks, including the potential for fire and explosion.

USTs are located in every community in the United States at retail facilities, such as service stations and convenience stores. At a typical service station, USTs hold tens of thousands of gallons of fuel. USTs are also located at non-retail facilities, such as municipal facilities for school buses, police, and fire stations; marinas; taxi-fleet facilities; postal and delivery service facilities; and federal facilities like military bases. As of September 2018, there were approximately 550,000 active USTs at approximately 200,000 facilities—all regulated by EPA's federal UST regulation. Because of the large size and great diversity of the UST-regulated community, states are in the best position to oversee USTs, and they are the primary implementers of the UST program. EPA has responsibility for and authority over USTs in Indian country, and we partner with tribes to implement the UST program there.

**ISSUE BACKGROUND**

Since the beginning of the national UST program, EPA collected and made data public from states regarding UST performance measures. These data include information such as the number of active and closed tanks, confirmed releases, initiated and completed cleansups, facility compliance with UST requirements, and inspections. By subtracting the completed cleansups from the number of identified LUST releases, including newly confirmed UST releases reported, EPA determines the number of UST releases remaining to be cleaned up, known as the backlog.

One of EPA's performance measures—confirmed releases—provides data originated from UST owners or operators who identify releases from federally regulated petroleum UST systems and report the releases to states; then states confirm the releases. Fewer confirmed releases indicate better release prevention.

As of September 2018, EPA and states confirmed more than 543,000 releases from federally regulated USTs nationwide since the beginning of the national UST program. In the 1990s, EPA and states reported annual releases of between 25,000 to 66,000 releases (the highest ever in one year). Between 1989 and 1998—the first 10 years after issuing the 1988 federal UST regulation—EPA and states reported 367,000 releases, or 68 percent of all releases confirmed. Since then, a steady drop in the number of releases reported occurred. For the last 10 years, the number of releases detected each year stabilized, ranging from a high of 7,100 to a low of 5,500 per year; EPA and states reported a total of 55,000 releases between 2009 and 2018. For the last three years, EPA and states reported approximately 6,000 releases each year. The number of declining releases reported each year shows that EPA and state’s prevention work is doing what it is supposed to do: helping to keep petroleum from contaminating the environment.
After confirming releases, EPA either direct responsible parties to initiate cleanup or EPA or the states directly begins the cleanup. The number of releases cleaned up each year varies. However, after the first 10 years of the UST program, cleanups have only decreased. In the 1990s, EPA and states averaged 23,300 cleanups per year; in the 2000s, averaged 15,500 each year; and for the last nine years, averaged 11,100 per year, with an average of 8,600 each year for 2016 through 2018. As of September 2018, the number of releases cleaned up nationwide since the beginning of the national UST program was approximately 478,000. That means 88 percent of all releases have been cleaned up, and 65,000 releases—or 12 percent—remain in the backlog of releases that still need to be cleaned up. Even though those remaining releases may be technically challenging, may lack funding for cleanup, or be abandoned, reducing the backlog remains a national UST program priority, and we are continuing steady progress on this effort.

During the 2000s, EPA increased its focus on performance measures and the White House Office of Management and Budget (OMB) pressed the UST program to show strong results in the number of releases cleaned up each year. This was partly due to the Government Performance and Results Act (GPRA) of 1993, which established strategic-planning and performance-measurement requirements in federal agencies. Because EPA directly implements an extremely small fraction of the releases cleaned up in the UST program, the bulk of the day-to-day oversight for cleaning up releases rests with state programs. EPA’s 10 regional offices provide oversight of states, and the EPA’s Office of Underground Storage Tanks provides national direction and oversight.

Each year, as part of the federal government’s annual budget cycle, EPA negotiated with OMB to determine the national GPRA target for releases to be cleaned up. Once the national target was established, EPA worked with states to determine state targets. States were extremely concerned about setting targets that were achievable, because their performance success was strongly judged on whether or not they met their targets. Also, there was no incentive to agree to stretch goals if there was a possibility of missing them. We became engaged each year in divisive and unproductive debates as we attempted to negotiate these targets. Resentment, frustration, and disagreement bubbled up annually between staff in EPA and the states. Collectively, we spent a lot of time and energy negotiating and debating targets; that was time not spent working together toward completing cleanups or developing enhanced strategies to improve cleanups.

Without fail, each year states argued that all the easy cleanups were already done and only the difficult ones were left, meaning they could complete fewer and fewer each year. EPA had no data to either confirm or deny this claim, nor was there information to determine what were reasonable targets for each state to achieve. Yet, EPA was expected to lead states to meet or exceed national targets. Moreover, there was no incentive for OMB to lower the national target for this measure, given that EPA could provide no evidence to support why the target should be lowered.
EVIDENCE AVAILABILITY

EPA decided to identify and analyze what obstacles were preventing cleanup of the then approximately 100,000 releases. EPA also wanted to determine what opportunities existed to address those obstacles and develop strategies to bring more releases to closure. EPA referred to its analysis as the “2011 backlog study,” and it provided a detailed, data-driven look at releases still in need of cleanup. 6

Because states are the primary implementers of the UST program, EPA does not keep a database of releases that it could use in this analysis. States maintain and are the primary repositories of all site-specific data for the UST program; EPA maintains data about USTs in Indian Country, but that encompasses only about 0.5 percent of the federally regulated UST systems. As a result, we realized we needed to work with states to collect site-specific data on remaining releases to better determine the issues and opportunities. However, states structured their databases in ways that met their own needs, meaning their databases were quite distinct, with different data fields, terms, and levels of data quality.

Given the extraordinary time and effort required to collect and standardize this information from 56 states, territories, and Washington, D.C., and then create a dataset consistent enough to analyze, EPA instead decided to use a smaller subset of 14 states for the analysis. These states were responsible for 66 percent of the national backlog. EPA collected data from each of the 14 states, then worked with them to understand the data well enough to make consistent data points and analyze those points from a national perspective.

EPA published the results of the analysis in 2011. The study included a chapter on national findings and a state-specific chapter on findings for each state. EPA named the study The National LUST Cleanup Backlog: A Study of Opportunities to emphasize that the purpose of the analysis was to identify opportunities to move more releases to cleanup-completed status. 7 In the study, EPA carefully pointed out areas with data limitations or gaps. The analysis provided a critical understanding of the makeup of the backlog. It turns out the backlog is not homogeneous. Releases stayed in the backlog due to various factors, including a lack of money, technical cleanup challenges, abandoned tanks, and priority rankings. We identified unique strategies to address subsets of releases with different challenges. Understanding the data allowed us to identify which strategies would best address the variety of underlying issues.

EVIDENCE USE

Several states were concerned about the implications of being part of an analysis that defined them as having a “backlog” and the potential negative connotations of that moniker. Several states also resisted EPA pointing out that they might have inefficiencies or challenges in their programs since it might appear that their programs were unsatisfactory. Despite those concerns, several states examined the findings and realized there were aspects of their programs that merited further examination. Interestingly, some nonparticipating states found the results compelling enough that they initiated state-performed backlog studies of their own.
EPA regions used information from the analysis to achieve a greater level of specificity in discussions with states about possible state-specific strategies. Several states took the analysis, built on it, and developed strategies to clean up more releases. The bottom line is that the situation is much more nuanced than “all the easy releases are cleaned up and only the difficult ones remain.”

Through the analysis, EPA identified a number of opportunities to potentially move releases through cleanup to completion. Those opportunities include: expediting site assessments, optimizing remedial design, applying risk-based decision-making, providing performance-based financial incentives to cleanup contractors, addressing orphan or abandoned releases, reviewing case files for releases close to closure, and reviewing case files for old releases with no activity.

One of the most significant results of the analysis was that, even for those intimately involved in the UST program, our perceptions of the program changed completely. We no longer present uninformed arguments, such as “You need to do more.” And we no longer hear in reply, “We cannot do more.” The analysis empowers us to now have more fruitful discussions about specific pockets of releases that meet certain descriptions and whether crafting specific solutions will move those releases toward cleanup and completion.

Overall, the UST program is now much more strategic in the work it does. After evaluating the evidence, EPA took specific actions that were an outgrowth of that information, and states took additional steps as well. For example, because we discovered that one of the factors forestalling cleanups was the technical complexity of some releases, EPA then developed and provided tools to help cleanup staff better address technically complex releases. Examples of tools that EPA developed and presented include webinars on high-resolution site characterization and guidance on how to clean up releases affected by petroleum-vapor intrusion. EPA is currently developing guidance for onsite remediation and is addressing common but complicated contaminants from LUST releases.

States also implemented specific strategies to address some of the identified obstacles to cleaning up releases.

- California implemented several policy initiatives to clean up more releases. One approach is called the “low-threat closure policy.” The policy requires California to evaluate the risks of releases and, in cases where little to no risk is present, determine if the release can be closed even if contamination remains. For the first couple of years after California implemented the policy, it closed more than 1,000 releases per year. From 2012, when the policy was implemented, to 2018, California reduced its backlog of releases by more than half, from 7,703 to 3,128.

- Florida state law had required that money from state funds can only pay to clean up releases based on priority. But the highest priorities are often the most challenging and costly, limiting the money available to address additional releases. In 2011, Florida knew it had the highest backlog of releases in the country, and it changed its legislation to address more releases, including a voluntary program where lower-
risk releases can be assessed for low-cost closure. Since then, Florida increased the number of releases cleaned up per year, and in the past two years, it has cleaned up more than 850 releases per year. Florida reduced its backlog of releases from 13,507 in 2011 to 9,332 in 2018.

Clearly, EPA is seeing steady progress in the program’s core metrics, and this is helping to produce positive environmental and health outcomes. Since the beginning of the study analyzing the backlog of UST releases in 2009 through the end of September 2018, EPA and state partners reduced the national backlog from approximately 100,000 to 65,000 releases remaining to be cleaned up.

LESSONS

- **Ask specific questions to get specific answers.** The better EPA decision makers understand the specific evidence about the UST program, the more effective and efficient we can be about working toward and achieving the program’s mission of protecting the environment and human health from petroleum UST releases. In order to develop program strategies that succeed in making a difference, it is necessary to conduct an in-depth review of underlying data to understand the real issues behind the problem. We were so pleased with our progress and results that in 2014 we conducted a similar study, this time of UST releases in Indian Country. The goal was to determine how to more effectively address releases where EPA is directly responsible. In 2018, EPA updated that study and is now drawing from the findings to determine region-specific strategies to clean up more releases in Indian Country.

- **A domino effect of evidence use can occur.** Having found value from studies of the LUST backlog, we looked for other opportunities to use evidence-based analysis. Although not described in this case study, EPA performed two additional UST analyses that used evidence to better understand the UST program and its impacts. In partnership with EPA’s National Center for Environmental Economics, the UST program studied the impacts of preventing and cleaning up UST releases on housing prices. The study showed that, on average, there is a 3 to 6 percent depreciation when a high-profile UST release is discovered and a 4 to 9 percent appreciation after the UST release is cleaned up. Partnering with EPA’s Office of Communications, Partnerships, and Analysis, the UST program studied the impacts of more frequent inspections on compliance rates at UST facilities in Louisiana. Results from that study suggested that increasing inspection frequency from roughly every six years to every three years, as required under the Energy Policy Act, improved UST facility compliance by 11 percent.


5 Ibid.


7 Ibid.


11. ASSESSING CHILDREN’S HEALTH IN PUBLIC AND ASSISTED HOUSING
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Lead exposure among children is associated with detrimental effects on development, such as damage to the brain and nervous system, slowed growth and development, learning and behavioral problems, and hearing and speech problems.1,2,3 Beginning in the late 1970s, blood lead levels in the United States declined greatly as a result of policies aimed at the removal of lead from gasoline, residential paint, and, to a lesser extent, solder used in cans.4,5,6 However, children are still at risk for exposure through ingestion of lead-based paint, which is particularly prevalent in older housing.7

Reducing the harmful effects of elevated blood lead levels in children is a key health objective for the U.S. Department of Health and Human Services (HHS) and the Centers for Disease Control and Prevention (CDC). The 2019 HHS budget affirms that “CDC will remain committed to the goal of eliminating elevated blood lead levels in children in the U.S. as a major public health problem by 2020.”8 Additionally, the HHS secretary is a co-chair on the President’s Task Force on Environmental Health Risks and Safety Risks to Children, a committee that was established in 1997 by executive order to serve as the focal point for federal collaboration to promote and protect children’s environmental health, including the prevention of lead poisoning.9

The U.S. Department of Housing and Urban Development (HUD) also prioritizes the reduction of elevated blood lead levels through the removal of lead-based paint hazards in at-risk housing units. In particular, HUD’s strategic plan includes an objective to “Protect families from lead-based paint and other health hazards by making an additional 23,500 at-risk housing units lead-safe by the end of [fiscal year] 2019.”10 HUD’s Office of Lead Hazard Control and Healthy Homes, which works to eliminate lead-based paint hazards, heads up this work.11
The National Center for Health Statistics (NCHS) and HUD collaborated to link survey and administrative data, as a means to assess the relationship between key health indicators and housing characteristics. The collaboration led to the development of new evidence used by HUD leaders to inform healthy homes policies and programs focusing on reducing elevated blood lead levels among children living in the United States. Healthy homes policies and programs focus on addressing how housing conditions can mitigate or exacerbate health.

**ISSUE BACKGROUND**

Substantial progress has been made over the past 40 years to reduce the number of children with elevated blood lead levels. These reductions reflect the impact of coordinated policies and programs, implemented across national, state, and local agencies, aimed at eliminating lead in vehicle emissions, paint, and consumer products marketed to children as well as reducing lead concentrations in housing, air, water, and ground.12,13

Lead exposure, however, continues to pose a health risk to children, especially among children residing in older housing stock, as these homes often contain deteriorating lead-based paint. Once the paint begins to deteriorate, chipping and flaking creates contaminated lead dust that becomes airborne and can be ingested. Residential lead dust exposure is highly correlated with elevated blood lead levels, which can lead to adverse health effects in children, including intellectual and behavioral deficits.14,15 Lead-based paint hazards are present in an estimated 23 million U.S. homes, including 1.1 million homes of low-income families with one or more children under age 6.16 In 2012, the CDC concurred with the Advisory Committee on Childhood Lead Poisoning Prevention that the primary prevention of lead exposure could best be accomplished by ensuring that all housing be lead-safe.17

Policymakers at HHS and HUD recognized the importance of the relationship between housing and health in the prevention of lead exposure among children, and that recognition is reflected in the strategic plans and budget proposals for both departments. Additionally, in December 2018, HUD, HHS, and the Environmental Protection Agency jointly released *The Federal Action Plan to Reduce Childhood Lead Exposures and Associated Health Impacts*, a comprehensive blueprint for reducing lead exposure and associated harms through collaboration among federal agencies with a range of stakeholders.18

To address the shared strategic interests of reducing lead exposure in those receiving federal housing assistance, and to evaluate the effectiveness of policies designed to reduce lead exposure, HUD approached NCHS with a request to link participants from NCHS population health surveys to HUD data resources on federal housing program participation.

NCHS was prepared to do this through its Data Linkage Program. The program is designed to link NCHS national health survey data with vital and administrative program data for eligible participants.19,20 The resulting linked files create new and unique data resources that enable evidence-based policy evaluation and a deeper understanding of the factors that influence disability, chronic disease, health care utilization, morbidity, and mortality. NCHS survey...
data have been successfully linked to Medicare and Medicaid program data, Social Security disability and supplemental security insurance data, and cause and date-of-death information collected from the National Death Index. The linked data files are available to researchers through the NCHS Research Data Center. Both NCHS and HUD worked collaboratively to securely combine person-level information from the National Health Interview Survey and the National Health and Nutrition Examination Survey with information about federal housing assistance from HUD.

To undertake the desired linkage project, NCHS and HUD developed a memorandum of understanding to link NCHS survey data with HUD administrative records. The agreement included a commitment from both agencies to provide staff expertise to (1) assure high-quality linked data; (2) share recognition of the different mission of each organization and implications for the types of research questions, data analysis, and findings; (3) honor the different statutory requirements regarding data ownership, participant privacy, and data sharing present in each agency’s data collections; and (4) define the conditions for subsequent use and access to the new linked data files.

NCHS and HUD strictly adhered to their applicable agency laws, policies, and procedures to protect the confidentiality of program and survey participants. NCHS is required to protect the handling and use of identifiable survey participant data according to the Privacy Act of 1974 and the Confidential Information Protection and Statistical Efficiency Act of 2002. HUD was able to participate in the linkages because the HUD secretary has the authority to “undertake such programs of research, studies, testing, and demonstration relating to the mission and programs of the Department as he/she determines to be necessary and appropriate.” Once the linkage occurs at the individual level, the resulting linked files are also covered under the same NCHS confidentiality requirements. To analyze these new linked data resources, researchers must use the NCHS Research Data Center, a secure mechanism that provides researchers access to restricted-use data for jointly (NCHS and HUD) approved research projects. NCHS and HUD continue to work cooperatively to ensure that the linked data are only used in a manner consistent with the consent provided by program and survey participants.

EVIDENCE AVAILABILITY

HUD provides housing assistance to approximately 10 million low-income persons annually. HUD’s largest housing assistance program categories include housing-choice vouchers, multifamily programs, and public housing. Multifamily programs provide affordable housing through contracts with private owners of apartment buildings. Local public housing agencies manage housing-choice vouchers and public housing; they also oversee data collection and manage housing assistance program implementation. Public housing authorities own public housing, while the housing-choice voucher program gives tenants a voucher that covers part of their rent in a private-market unit.

To administer its housing assistance programs, HUD collects information like household structure, household address, and detailed income information for all household members.
People living in HUD-assisted households are captured in HUD administrative data because they receive a rental subsidy or pay a below-market rent. Generally, a rental subsidy reduces gross housing costs for the tenant to about 30 percent of household income, although program rules may allow for substantial variations in that ratio. While HUD administrative data contains information necessary to run its federally assisted housing programs effectively, they do not include information on participant health characteristics.

NCHS collects information on the health and well-being of the U.S. population through national surveys, some of which are fielded annually. The annual National Health Interview Survey is a nationally representative, cross-sectional household survey of 35,000 households in the United States. The survey collects information on health status, access to and use of health services, health insurance coverage, behavioral health, and other health risk factors. The data helps researchers monitor trends in illness and disability and to track progress toward achieving national health objectives. The public health research community also uses the data to conduct epidemiologic and health policy analyses that characterize a wide variety of health conditions, to examine barriers to accessing and using appropriate health care, and to evaluate the effectiveness of federal health programs.

The National Health and Nutrition Examination Survey is a nationally representative survey of the U.S. population, comprising about 5,000 persons from 15 different counties each year. The survey assesses the health and nutritional status of adults and children in the United States through in-person interviews and physical examinations. The National Health and Nutrition Examination Survey interview includes demographic, socioeconomic, dietary, and health-related questions. The examination component consists of medical, dental, and physiological measurements, as well as laboratory tests administered by highly trained medical personnel. HHS uses findings from this survey to determine the prevalence and risk factors of diseases and to set national standards for health measures, including height, weight, blood pressure, and other clinical measures, such as blood lead levels. National Health and Nutrition Examination Survey data are used in epidemiological studies and health-sciences research, which in turn help develop public health policies, direct and design health programs and services, and expand health knowledge for the nation.

**Evidence Use**

Researchers from both HHS and HUD successfully used the linked data to develop evidence through scientific research and analysis. The linkage allows for reliable national estimates of the prevalence of health conditions and health care utilization among adult and child participants receiving HUD assistance. HUD researchers published two reports that highlighted health characteristics of adults and children in HUD-assisted households. These two HUD reports represent a first step in securely sharing important health characteristics of participants receiving HUD assistance to provide insights about program operations.

Additionally, the data linkage garnered support and interest from HUD leadership. Researchers provided presentations that highlighted key findings to the HUD secretary, HUD’s assistant
secretary for policy development and research, and HUD’s assistant secretary for public and Indian housing. Additionally, the HUD 2018-2022 Strategic Plan cited findings from the linked data as evidence to support the removal of lead-based paint hazards. The report states: “Analysis by HUD and the Centers for Disease Control and Prevention (CDC) of HUD tenant data linked with health survey data shows that children ages 1–5 who lived in HUD-assisted housing in 2005–2012 had lower lead blood levels than expected given their demographic, socioeconomic, and family characteristics, suggesting that HUD implementation of its lead hazard control regulations is effective in reducing exposure among children.”

Following the dissemination of this noted observational research finding based on linked National Health and Nutrition Examination Survey-HUD data, HUD proposed a new rule to further protect young children living in federally assisted housing by lowering the threshold for determining elevated blood lead levels in children living in assisted housing to match the standard used by the CDC. HUD’s proposed “reference level” for lead in a young child’s blood would be 75 percent lower (from 20 µg/dL to 5 µg/dL) and remain aligned with CDC recommendations in the future. This change to HUD’s 17-year-old Lead Safe Housing Rule will allow for an earlier response when a child under 6 is exposed to lead-based paint hazards in their HUD-assisted homes.

The availability of the NCHS-HUD linked data has allowed HUD leadership to pose other specific research questions to NCHS on topics where it needs more information. For example, senior leadership highlighted the high prevalence of learning disabilities among HUD-assisted children as a data point that merits further research. The linked NCHS-HUD data are also available to the public health research community through secure-access mechanisms and have resulted in several publications, including health characteristics (smoking and physical activity), health care access, and health insurance coverage among the housing-assisted population.

The collaboration that led to linking data files has also fostered new cross-agency relationships between HUD and other agency partners, including:

- A collaboration between HUD and CDC partners to study childhood asthma among HUD-assisted children.
- A collaboration between HUD and the U.S. Department of Agriculture’s Economic Research Service to examine rates of food insecurity among adults receiving rental assistance.
- A collaboration between HUD and the Administration for Community Living to examine disability and unmet health care needs among HUD-assisted older adults.
FOLLOWING THE DISSEMINATION
OF THIS NOTED OBSERVATIONAL
RESEARCH FINDING BASED ON LINKED
NATIONAL HEALTH AND NUTRITION
EXAMINATION SURVEY-HUD DATA, HUD
PROPOSED A NEW RULE TO FURTHER
PROTECT YOUNG CHILDREN LIVING
IN FEDERALLY ASSISTED HOUSING
BY LOWERING THE THRESHOLD FOR
DETERMINING ELEVATED BLOOD
LEAD LEVELS IN CHILDREN LIVING IN
ASSISTED HOUSING TO MATCH THE
STANDARD USED BY THE CDC.
LESSONS

- **Cooperation and coordination go a long way.** Bringing together data from population health surveys and administrative data from federal housing programs created new challenges and opportunities for both agencies. This project benefited from cross-agency leadership support and clearly defined data needs. Both agencies demonstrated a high level of cooperation and coordination throughout the process, including during the development of data-sharing agreements, data privacy, data exchange, and data analysis. Experts from both agencies were able to share expertise within their own data systems, which in turn helped to ensure accurate study findings, including an open assessment of each data system’s limitations. Although each agency has its own statutory requirements regarding data confidentiality and privacy protections, cooperation and intent to achieve success resulted in a unique and high-quality integrated data resource.

- **Privacy and confidentiality can be assured when sharing data.** By using the NCHS Research Data Center as the secure-access mechanism for researchers’ use of the linked data, both agencies can ensure that processes and procedures for accessing data continue to safeguard the privacy and confidentiality of program and survey participants. These safeguards include defining the process for evaluating and approving research proposals and statistical review of all researcher-generated analyses to assess disclosure risks.40

- **Combining data can produce valuable insights.** This was the first-time population health indicators from survey participants were linked to administrative data on federal housing assistance. Based on empirical evidence generated from this new and unique data source, HUD was able to promote policy changes to further safeguard the health of children living in federally assisted housing. Given this recent success, both agencies are keen to continue collaboration and expect to have an updated linked file released in the spring of 2019.


11 Ibid.


19 NCHS’s Research Ethics Review Board approved the linkage, which only applied to eligible NCHS survey participants. Only NCHS survey participants who have provided consent as well as the necessary personally identifiable information are linkage-eligible.


21 Information about accessing datasets through the RDC, see: U.S. Centers for Disease Control and Prevention. “Research Data Center.” Available at: [https://www.cdc.gov/rdc/index.htm](https://www.cdc.gov/rdc/index.htm).


24 Research and Demonstrations; Authorization of Appropriations; Continuing Availability of Funds. U.S. Code 12 § 1701z–1.

12. LEVERAGING RESEARCH TO SUPPORT THE NATION’S FOOD SAFETY NET

**Patricia Bailey** is a senior program analyst in the WIC Program Integrity and Monitoring Branch in the Food and Nutrition Service of the U.S. Department of Agriculture.

**Amy Herring** is the chief of the WIC Program Integrity and Monitoring Branch in the Food and Nutrition Service of the U.S. Department of Agriculture.

**Elizabeth Barrett** is a senior program analyst in the WIC Program Integrity and Monitoring Branch in the Food and Nutrition Service of the U.S. Department of Agriculture.

**Sarah Widor** is the director of the Supplemental Food Programs Division in the Food and Nutrition Service of the U.S. Department of Agriculture.
The Special Supplemental Nutrition Program for Women, Infants, and Children (WIC) provides healthy foods, infant formula, health care referrals, and nutrition education to low-income, nutritionally at-risk pregnant and post-partum women, infants, and children under 5. The U.S. Department of Agriculture’s (USDA) Food and Nutrition Service (FNS) administers WIC, which was launched as a pilot program in the 1970s. FNS provides grants to state agencies, usually health departments, to fund service delivery.

State agencies use cost containment strategies to keep food costs relatively low, and these strategies, coupled with annual program funding, have enabled WIC to serve all eligible individuals seeking program benefits over the past several years. In fiscal year 2017, WIC served approximately 7.3 million people, or participants, each month. In the same year, WIC provided $3.6 billion worth of nutritious food to participants. WIC provides foods that meet the specific nutritional needs of participants, including milk, eggs, whole grains, fresh fruits and vegetables, and more. In addition, WIC also provided $2 billion to state agencies to operate the program and to provide nutrition education, including breastfeeding promotion and support.

WIC is a cost-effective program that improves the health and nutrition of low-income women, infants, and children. WIC makes moms healthier, results in longer and safer pregnancies, and improves dietary outcomes for infants and children.

Beyond serving WIC participants, the program supports the broader community through its grocery store, or vendor, authorization policies. The presence of WIC-authorized vendors improves the availability and variety of healthy foods, which means that all shoppers have greater access to fruits, vegetables, and whole grains, regardless of whether they participate in the program or not.
This case study will discuss how FNS identified a nationwide WIC challenge, employed strategically designed research, and developed actionable guidance to improve state agency compliance with federal regulations.

**ISSUE BACKGROUND**

WIC prescribes participants specific foods designed to meet their nutritional needs during critical periods of growth and development. For example, a pregnant mom, her 10-month-old baby, and her 4-year-old son each receive different WIC foods since they have different needs.

To purchase WIC foods, most participants use either paper checks or electronic benefit transfer (EBT) cards that specify the amounts and types of foods prescribed. Participants shop for foods at WIC-authorized vendors and pay using their WIC checks or EBT cards. Vendors then request reimbursement for those foods from the WIC state agency.

With the exception of the cash-value benefit, which allows participants to purchase fresh fruits and vegetables, WIC provides specific amounts and types of food. As a result, participants do not have to worry about the cost of WIC foods as they shop. In order to ensure that this does not result in high costs to the program, WIC regulations require state agencies to have cost containment policies and procedures in place to mitigate two types of costs:

- **Food costs**: State agencies select foods for WIC authorization from among those that meet federal nutritional standards. During this process, they consider food costs and, for example, may choose to authorize generic brands or enter into rebate contracts with manufacturers. WIC regulations require state agencies to have a rebate contract in place for infant formula. In fiscal year 2017, infant formula rebates saved the program $1.7 billion.

- **Vendor costs**: State agencies are responsible for all aspects of vendor management, including selecting, authorizing, and overseeing vendors. They must select and authorize vendors with competitive prices and ensure that vendors charge WIC appropriately for foods.

The Child Nutrition and WIC Reauthorization Act of 2004, and the subsequent WIC Vendor Cost Containment Final Rule, published in 2009, made significant updates to vendor cost containment requirements. Some of these include:

- Grouping vendors based on common characteristics that affect food prices. These groupings are known as “vendor peer group systems.” Each state agency must assess its system at least every three years to ensure it remains effective.

- Ensuring that vendors charge competitive prices for food.

- Establishing price limitations (that is, the maximum price a vendor may be reimbursed for food items sold to WIC participants).
Together, these three requirements promote good stewardship of taxpayer dollars by providing a framework for state agencies to use as they contain vendor costs, thus protecting the program’s ability to serve all eligible women, infants, and children who apply.

In order to ensure that vendor cost containment systems are effective, state agencies must develop and implement statistically sound vendor peer group systems. This involves conducting complex statistical analyses to determine which factors play the largest roles in vendor pricing in the state. After conducting these analyses, state agencies may choose to group vendors by size, location, ownership structure, or other factors.

By grouping vendors together based on common characteristics that affect food prices, state agencies can make informed decisions about how much each store should charge for WIC foods. Vendor peer group systems allow the state agency to compare one vendor’s prices with the prices of similar vendors, or “peers.” For example, a state agency could use its peer group system to determine whether a small, family-owned corner store’s price for WIC foods is similar to other small stores and make WIC vendor authorization decisions accordingly. A state agency could also determine the maximum price it is willing to pay that store for a carton of eggs based on the prices at similar stores.

By allowing for peer-to-peer comparisons, vendor peer group systems create a straightforward method for determining whether a vendor is competitively priced and for establishing price limitations. Authorizing competitively priced vendors and paying them appropriately are critical to containing program costs. Ineffective vendor peer group systems undermine vendor cost containment efforts, weakening the state agency’s ability to manage costs. For example:

- If a state agency cannot reliably identify competitive prices, it could authorize vendors with unreasonably high prices. This could inflate food costs.
- If a state agency sets price limitations so low that competitively priced stores cannot make a profit from WIC sales, they might stop participating in WIC. This could reduce participant access to WIC foods.

In order to ensure that vendor peer group systems operate as intended over time, WIC regulations require state agencies to periodically assess them for continued effectiveness and to make appropriate changes.6

In recent years, FNS reviewed state agencies’ WIC vendor cost containment policies and procedures for compliance with federal requirements and to identify areas that could be improved. FNS found that many state agencies had not assessed the effectiveness of their vendor peer group systems, as required, in order to make appropriate changes. Because peer group systems serve as the foundation of other important vendor cost containment requirements, FNS determined that follow-up efforts must focus on improving state agency compliance with vendor peer group system requirements.
EVIDENCE AVAILABILITY

To initiate this effort, FNS held discussions with various state agencies to learn about the barriers to compliance with vendor peer group system requirements. These state agencies noted that the required assessment is a very resource-intensive process that requires complex statistical analyses. Many reported that they did not have access to the resources and staff necessary to complete statistical tasks, nor did they have the expertise to interpret or use statistical analyses conducted by outside entities. Even state agencies with access to relevant resources raised questions about how to conduct and use a vendor peer group assessment. Most importantly, state agencies reported that FNS guidance was outdated and ineffective because it did not reflect recent changes in the program and retail market, such as the transition to EBT.

Based on state input, FNS decided to update guidance on vendor peer group systems. FNS contracted with the Altarum Institute to study and outline a statistically sound methodology that state agencies could use to assess and develop effective vendor peer group systems. Researchers identified vendor characteristics that affect pricing and determined which characteristics most WIC state agencies could use. FNS required the researchers to consider state diversity in terms of geography, size, and the numbers and types of vendors authorized, and to develop a methodology that could be tailored to meet each state’s needs.

The study identified three common and easily defined vendor characteristics that generally predict vendor prices: (1) store type, (2) geography, and (3) number of cash registers. The WIC peer group report describes these three characteristics, along with how state agencies can use them to assess and update their systems.7

While the study did not change vendor cost containment requirements, it provided an evidence-based methodology for conducting a vendor peer group assessment and using it to make system improvements. After reviewing the study, many state agencies reported that they understood and agreed with the approach as presented but still lacked the resources necessary to adopt the framework.

EVIDENCE USE

FNS set out to assist states with implementation and determined that the best approach was to develop additional resources for state agencies to use to adopt the methodology recommended in the study. FNS worked with the researchers to develop a practical vendor peer group toolkit, which clearly outlines the step-by-step process of conducting a vendor peer group assessment and developing vendor peer groups using data available to state agencies. The toolkit includes step-by-step lesson plans, sample datasets and Excel worksheets, and video demonstrations.

The toolkit empowers WIC state agencies with limited resources to independently conduct statistically sound vendor peer group assessments and to update their peer group systems so that they can be used, as intended, as the foundation of their vendor cost containment systems.
While a few states completed their most recent vendor peer group assessments in close collaboration with FNS staff, many others have reported that the materials made it possible for them to complete the assessment on their own. As a result, they are able to comply with vendor cost containment requirements and ensure that their vendor peer group systems are working as intended.

State agencies reported that the study’s recommended peer group characteristics and methodology were helpful and greatly reduced the resources necessary to conduct an assessment and update their peer groups. One WIC state agency reported that, after using the toolkit as a starting point, it was inspired to tap into additional resources to complete an even more robust analysis. Notably, a few state agencies have reported using the toolkit to proactively assess their peer group systems ahead of schedule or to enhance vendor management after EBT implementation.

Additionally, the toolkit serves as a training resource to support FNS staff tasked with providing technical assistance to state agencies. In 2017, FNS headquarters used the toolkit to provide training to regional office staff who work directly with states. In turn, regional office staff used the toolkit to provide training and technical assistance to their respective states.

The robust data analysis included in the study led decision-makers at FNS to develop a toolkit to support effective policy implementation and, consequently, additional data analysis at the state level. This course of action demonstrates the range of possibilities available to entities seeking to support effective policy implementation.
LESSONS

• **Research does not have to end at finding the problems.** FNS’ strategic use of research around WIC vendor peer group systems resulted in one of the most comprehensive pieces of WIC guidance to date. Through the development of the toolkit, FNS was able to illustrate *how* to accomplish a task, instead of simply outlining *what* must be done. The success of this effort can be a guide to ensure that future research projects have actionable results and create user-friendly tools for states to use as they work to implement eventide-based recommendations.

• **Policy implementation can be improved when using evidence and resources.** FNS continues to look for ways to leverage innovative ideas and data-driven strategies to improve WIC program integrity and provide excellent customer service to state partners. The combination of designing the study to offer practical solutions and the development of the vendor peer group toolkit has made a positive impact on WIC state agencies’ ability to comply with related requirements and to build their vendor cost containment systems on a strong foundation. State agencies use of the toolkit has resulted in increased compliance with federal requirements, improved vendor peer group systems for several state agencies, and increased confidence in both FNS and state staff responsible for keeping WIC vendor cost containment systems up to date and working as intended.
1 WIC provides services to children until their 5th birthday.


5 “Food Delivery Methods.” 7 CFR 246.12.

6 7 CFR 246.12(g)(4)(ii)(C).

POLICYMaking with Evidence in State and Local Governments
13. MAKING STREET-LEVEL BUREAUCRACY WORK

Safer Food in Seattle and King County

Daniel Ho is the William Benjamin Scott and Luna M. Scott Professor of Law, Professor (by courtesy) of Political Science, and Senior Fellow at the Institute for Economic Policy Research at Stanford University. He served as a co-project lead for the Food Safety Inspection for King County.

Becky Elias was the manager of the food program in the public health department in Seattle, King County. She also served as a co-project lead.
Every year foodborne pathogens make 15 percent of the American public ill and lead to 128,000 hospitalizations. The Government Accountability Office classifies the U.S. food safety system as “high risk” due to “inconsistent oversight, ineffective coordination, and inefficient use of resources.” Food safety inspectors play a critical role in protecting the public and are housed at the Food Safety and Inspection Service, the Food and Drug Administration, and local health departments. While there has been a popular push for greater consumer disclosure of inspection results, there is also widespread concern that enforcement efforts are inconsistent across and within departments.

Improving the effectiveness of food safety enforcement is critical for protecting public health, including efforts to ensure permitted businesses comply with food safety regulations. This challenge of quality and consistency is also not unique to food safety. Agencies such as the Patent and Trademark Office, the Nuclear Regulatory Commission, the Social Security Administration, and the Board of Veterans Appeals all struggle with similar challenges of quality and consistency in applying, enforcing, and administering the law. Quality-improvement initiatives that work therefore have implications for many other areas of governance characterized by the decentralized administration of complex bodies of law.

**ISSUE BACKGROUND**

In 2001, King County was the first county in Washington State to make food safety inspections available to the public on the internet, responding to demands for increased transparency. Twelve years later, county residents organized a petition with 2,000 signatures, calling for an improved food safety rating system that would include still-greater
transparency, this time at the point of purchase. With increased public and media scrutiny, the county took steps to require restaurants to publicly display a summary rating from food inspectors so that consumers can make more informed dining decisions.

Stakeholders offered a series of recommendations during public meetings about the King County food safety system:

1. The system should use more than a single inspection to determine ratings. This was perceived as fairer and more informative than existing systems, overcoming conventional critiques of inspections as providing only a single snapshot in time.5,6

2. Ratings should convey relative performance. King County only permits businesses to be open when they meet a minimum safety standard; stakeholders perceived the rating should convey how well a business performs beyond meeting the minimum standards and how businesses fare relative to one another.

3. The rating system should consider inspection consistency. Stakeholders in the community, including restaurant operators and inspection staff, focused on consistency in light of perceptions and evidence of variability in inspection style and stringency, both in King County and other jurisdictions.

EVIDENCE AVAILABILITY

When King County’s placarding efforts began, there was limited evidence to inform regulatory design and implementation. One study examined grading systems in 17 large jurisdictions, finding substantial variability in the design of such systems. Collecting inspection data from 10 jurisdictions, the study identified (a) substantial inconsistencies in how the same establishment was scored over time, and (b) substantial evidence of grade inflation after the adoption of grading.7

Some observational studies found health benefits comparing jurisdictions before and after adoption of restaurant grading.8,9,10 The leading study of Los Angeles was confounded by the state’s largest salmonella outbreak in Southern California occurring before Los Angeles implemented restaurant grading.11 There is also mixed evidence about whether food safety inspection scores are correlated with foodborne illness outbreaks.12,13,14

With limited evidence available, King County was the first jurisdiction in the state to implement restaurant grading with a rigorous evaluation plan in mind.

Developing a stronger evidence base

In 2014, the Public Health department in Seattle and King County engaged what is now the Regulation, Evaluation, and Governance Lab (RegLab) at Stanford University to support the evaluation plan. RegLab is a research laboratory whose mission is to promote evidence-based regulatory policy and administration through rigorous demonstration projects using
data science and technology. RegLab and King County formed a collaborative agreement to develop and improve the evidence base for food safety enforcement. King County’s food program is responsible for health inspections of the county’s 11,000 permitted establishments. Three projects emerged out of this collaboration.

**Evaluation of peer-review pilot program**

Building on information from existing academic literature, the county and RegLab designed a pilot program for health inspectors to engage in peer review process for conducting inspections. Existing research suggested reviewing each other could improve the accuracy and consistency of inspections.\(^{15}\) Using an experimental evaluation design, researchers randomly assigned half the health inspectors into the four-month trial program. In the program, inspectors spent one day each week visiting establishments with peers, independently scoring health code violations, and comparing differences. Surprisingly, inspectors cited major code items differently in 60 percent of inspections, even when observing identical conditions and agreeing on food risks. For a food safety rating system, these citation differences could affect restaurant inspection scores and summary ratings. As a result of the variations in citations, the county also developed standards for high-prevalence and inconsistently scored infractions and trained inspectors to improve their overall consistency. The evaluation results concluded that the peer-review program caused (a) a 17 to 19 percent increase in violations detected, and (b) an improvement in inter-inspector consistency based on independent inspections.\(^{16}\)

**Design of rating system**

While peer review improved the consistency of inspections, substantial inter-inspector variability remained. To further improve consistency as part of the rating design, the partners used results from the peer-review evaluation and retrospective observational data to inform the rating methodology.\(^{17}\) First, inspectors were more likely to consistently cite businesses with “critical” violations—those more directly linked to foodborne illness—during peer-review inspections. Second, analysis of observational data suggested that repeat violations did not substantially predict future performance. Third, to determine the number of inspections of a business before assigning a grade, the partners analyzed how well historical information predicted performance. While each additional inspection provided better predictions, the gains were more limited after four inspections.

**Policy evaluation of rating system**

RegLab developed an experimental evaluation to assess the health impacts of the new rating system as part of its implementation. Public Health agreed to roll out the grading system in phases, which both facilitated operational implementation and the evaluation.\(^{18}\) In addition, due to concerns about how inspectors would issue citations as a result of having a grading system in place, an independent team of contractor inspectors, who were trained in part by the Food and Drug Administration, observed risk factors in establishments without delivering any inspection report to operators. This allowed for direct observation for
AS A RESULT OF BROAD ENTHUSIASM FOR THE PEER-REVIEW PROGRAM, THE FOOD PROGRAM MANAGEMENT TEAM INSTITUTED PEER REVIEW AS PART OF AN ONGOING QUALITY-ASSURANCE PROGRAM ... PEER REVIEW AND OBSERVATIONAL EVIDENCE ALSO INFORMED THE DEPARTMENT’S GRADING-SYSTEM DESIGN.
risk-factor prevalence in food-handling practices, independent of the rating system. Public Health also designed a qualitative assessment through community-based participatory research to receive feedback from stakeholders.

Although early in the evaluation process, no appreciable effects were identified from the rating system on foodborne illnesses, foodborne hospitalizations, or risk factors after eighteen months into the roll-out. The rating system may have increased public engagement in the form of submission of complaints in the short run. On the other hand, inspectors decreased citation of critical violations in a way not reflected by noncritical violations of the risk-factor study, suggesting that the rating system has a direct deleterious effect on inspector stringency.

**Evidence Use**

As a result of broad enthusiasm for the peer-review program, the food program management team instituted peer review as part of an ongoing quality-assurance program for all food safety inspectors on a monthly or bimonthly basis. In other words, the control group from the evaluation was brought into the peer-review process, and management continues to use reports from peer-review inspections to target training materials.

Peer review and observational evidence also informed the department’s grading-system design. Researchers calculated ratings based on the relative performance of an establishment of average critical violations over the past four routine inspections. Researchers placed no special weight on repeat violations given lack of predictive power. They assessed relative performance within a ZIP code area in recognition of the fact that most dining choices are local, which also had the collateral benefit of adjusting for inspector differences, as inspectors are assigned principally based on ZIP code. This choice proved contentious to elected officials, but there are few alternatives that would provide meaningful distinctions between restaurants and account for inter-inspector and regional variability.

Finally, how the county will use the experimental evaluation remains to be seen. Due to political constraints, such as the popular enthusiasm for and the King County executive support of restaurant grading, it is unlikely that the county will abandon grading. The management team is considering additional quality-assurance and performance-management efforts to ensure accurate signposting and to mitigate the impact grading systems have on inspectors, causing them to be more reluctant in writing violations. The trial results may be the most beneficial for jurisdictions facing the choice of whether to adopt a grading system, as it provides the first rigorous evidence of the effects of restaurant grading.
LESSONS

- **Clear benefits to government-academic collaborations exist.** Academic-agency partnerships are a critical way to develop the evidence base when agency research resources may be lacking, and researchers can craft evaluations to address broader scholarly questions. Both the peer-review trial and the evaluation of the grading system were first of a kind in this particular context.

- **Rigorous evaluations can inform policy and operations.** Policy implications are strongest from the experimental evaluation of peer review, with implications across many domains of regulatory enforcement and adjudication. The evaluation of the rating system at this point, however, does not sustain popular enthusiasm for restaurant grading as a way to lower foodborne illness, as there was no evidence of any health benefits. If anything, the direct effect on citation behavior, which leads to well-documented forms of grade inflation, is something that public health agencies will need to take seriously in training and managing frontline staff when implementing rating systems. The citation effects, however, also corroborate the design of the rating system to mute “citation behavior” (using relative rankings within each ZIP code area).

- **Practical implementation barriers and public expectations must be acknowledged.** Although the rating system was grounded in evidence, the complexity of the design also posed practical challenges. RegLab developed open-source software to implement the system, but it was nonetheless challenging to integrate into information-technology systems. In addition, the complexity of the rating system, most notably the ZIP code adjustment, may be difficult to explain to the lay public, causing challenges for public messaging and outreach. The underlying difficulty stems from a public interest for a rating system based on inspections never intended for that purpose, a challenge not unique to food safety inspections. Ultimately, there may be considerable misunderstandings of what can and cannot be expected of food safety inspections.

- **Decision-makers want positive results.** Substantial political pressures and the desire for immediate results created tension around the grading evaluation. Once a grading system is implemented, the champions of such a system desire studies to generate positive effects. A chief virtue of the grading experiment is a pre-commitment to an analysis plan (preventing “specification searching” to reach desired results), but how that evidence is used in prospective operations remains an open question.

- **Continued engagement for building evidence is key.** The case study illustrates the need for active and ongoing stakeholder relations through the system design, implementation, and evaluation to support the integrity of the project throughout. Notwithstanding the challenges mentioned above, the case study illustrates the tremendous scientific and public-policy payoffs to academic-agency collaborations like the Stanford RegLab-Public Health model.


14. KEEPING KIDS SAFE AND HEALTHY

Changing Colorado Policies to Prevent Child Neglect

Jessica Corvinus is the manager for Research and Evidence-based Policy for the Colorado Governor’s Office of State Planning and Budgeting.

Aaron Miller is the program manager for the Colorado Community Response within the Colorado Department of Human Services.
While there have been numerous initiatives in Colorado to demonstrate the state’s commitment to evidence-based policymaking, one success was in ensuring that Colorado’s children are safe and healthy. The Keeping Kids Safe and Healthy initiative created a strategic plan to improve and strengthen the state’s child welfare system. The initiative launched in 2012 and initially focused on identifying best practices that could fit within Colorado’s communities while improving outcomes for children.

Reforming a state child welfare system can be complex, time-consuming, and expensive. Colorado cautiously adopted reforms, including evidence-based prevention services to reduce the risk of child abuse and neglect. Specifically, the Colorado governor and the state Department of Health and Human Services’ Office of Early Childhood wanted to increase prevention services for families who were once reported to Child Protective Services for child abuse or neglect but were eventually screened out. These children may not currently be in danger anymore, and their families may be stable enough for now, however, to ensure true stability and reduce chances of the children ending up back in the child welfare system, these families need support. The prevention-services program that addresses this need is Colorado Community Response, a voluntary family-focused program that provides a range of targeted services.

ISSUE BACKGROUND

When launching the Colorado Community Response program in 2014, decision-makers faced weighing how to address two related issues: child maltreatment and the screening procedures for families. Child neglect accounts for roughly three-quarters of confirmed cases of child maltreatment nationally and is the least clearly defined, understood, or
publicly recognized form of maltreatment. Neglect occurs when a parent or caregiver fails to provide for a child's basic needs, potentially placing the child at risk for serious harm. Child maltreatment and a family's socioeconomic status are closely related. Poverty increases the likelihood of child neglect, especially when combined with other risk factors, such as depression, substance abuse, mental health issues, and social isolation.

In Colorado, approximately 66 percent of reports for suspected child maltreatment are screened out or closed after assessment without the provision of any services from Child Protective Services. This happens when information received does not indicate that abuse or neglect is occurring. Families with closed assessments have a visit from a caseworker but do not have a safety concern requiring child welfare involvement. These determinations are not always perfect because caseworkers cannot predict the future.

Families receiving child welfare support can access family support and prevention services through their local county child welfare agencies. Agencies provide these services to prevent out-of-home placement or to return the children in placement to their own homes. But services are not available to families screened-out during the initial review by Child Protective Services. While an immediate safety risk may not exist for a child, many screened-out families still experience high levels of stress that can lead to future incidences of child maltreatment and re-referral to the child welfare system.

Recognizing the challenges Colorado faced in addressing and preventing child maltreatment, in 2012 Governor John Hickenlooper launched the Keeping Kids Safe and Healthy initiative. The Colorado legislature funded new prevention services, which allowed the Department of Human Services to prioritize the families screened-out from child welfare with an emphasis on families impacted by neglect and concerns around economic security. The new funding also required Colorado to evaluate the services to understand whether they achieved the intended goals. One of the major gaps identified during the review of the state's existing prevention services was the absence of an evidence-based program model that specifically focused on addressing and reducing neglect. Colorado looked to other states for potential models and identified the Community Response Program in Wisconsin as a promising approach for preventing child neglect.

**Program development**

Colorado designed its program to expand on the Wisconsin framework to prevent child abuse and neglect. Colorado's program provides case management, direct services, resource referrals, home visits, and financial decision-making assistance. These services address characteristics that build on family strengths, buffer risk, and promote better outcomes.

In designing its program, Colorado opted to use an assessment tool for family advocates to assess key factors. One is family functioning. For this assessment, the state considers a range of characteristics, like finances, living arrangements, and social, economic, or health issues in a family. The second area is protective factors, which consider parental resilience, socioemotional issues, and child-development knowledge. Together these factors form the
basis for an assessment of areas of family strength or need. Caregivers along with support from their family advocate can then consider this information in making determinations about which services are most appropriate or necessary for a family to receive.

The assessments are a critical feature of the program design and for ensuring the Colorado Community Response program achieves its goals for addressing issues of child neglect related to economic insecurity and increase overall family functioning. Goals include providing comprehensive voluntary services, reducing referrals to child protective services, increasing protective capacity in families, addressing the link between poverty and neglect, promoting safe relationships, and increasing family economic security. The intent is that if the program achieves these goals, children will be safer and healthier.

**EVIDENCE AVAILABILITY**

While there is a vast amount of research about child welfare generally, there is a limited body of evidence on programs that target services to families screened-out from child welfare. In looking for relevant programs, Colorado sought programs that had a strong evidence base or were a promising practice for meeting the key goals of preventing child maltreatment and escalation of risk requiring child welfare system involvement.

Prior to even launching the Colorado Community Response program, staff from Colorado’s Office of Early Childhood reviewed existing literature and even visited other programs. Existing research further suggests that the Community Response Program is capable of engaging and successfully working with families around poverty-related neglect issues, income, employment, and other economic needs that could remove the likelihood of child abuse and neglect in the home. Especially when service goals included activities related to work, employment, and increased income, families were less likely to be re-reported to child-abuse hotlines after receiving community-based child abuse prevention services.

Site visits, which collected observational information from the Wisconsin Community Response and the Milwaukee GAIN programs, allowed staff to get a better understanding of the programs in those states and to decide whether modifying policies in Colorado based on those experiences would lead to a relevant policy change. The observation of Wisconsin’s program suggested the approach could yield promising results for families not previously involved with child protective services. It also filled a critical gap in the child-maltreatment prevention continuum.

**Performance monitoring**

Colorado established a series of performance measures and tracked trends and characteristics of program operations. The measures provide timely data and increase transparency for the program, while facilitating continuous improvement. The program established two measures identified by leadership in the department as important to monitor:
EVIDENCE WORKS

- **Economic self-sufficiency**: One measure includes the number of families who have an established goal to improve their economic self-sufficiency within 30 days of a program assessment. This goal provides insights to managers because, as a requirement for program participation, families must establish at least one goal.

- **Change in assessment scores**: Another reported measure monitors the difference between entry and exit scores in economic self-sufficiency. Colorado Department of Human Services expects an upward trend in this indicator, so a negative or reduced level may be cause for concern and potential program changes.

Together these program performance measures provide near real-time information for Colorado’s Department of Human Services to consider how the program is operating.

**Impact evaluation**

Colorado Community Response was the first to conduct an impact evaluation to determine whether the program achieved intended outcomes. Using a nonexperimental design, the evaluation compared families who received services with those who did not. Data collection for the Colorado Community Response program evaluation began in 2014 and concluded in 2017, with follow-up one year later. Researchers collected information at 21 sites that provide services to about 600 families in nearly half of Colorado’s counties.

The evaluation examined “leading” indicators, such as protective factors, increased family functioning, and the provision of concrete services hypothesized to achieve a long-term goal. Researchers assess these indicators by asking caregivers to complete a standardized assessment as a pre- and a post-test for services. The evaluation found that the percentage of families below key thresholds decreased in all domains identified by caregivers as “readiness for change” areas between pre- and post-test. As part of the assessment process, families also completed a protective factors survey. Protective factors are the strengths each family possess that help buffer and support them. The evaluation identified significant positive changes in each of these domains.

The evaluation also considered “lagging” measures of output in child welfare, such as whether families had an assessment of child maltreatment 12 months after program completion. Lag indicators looked at child welfare re-involvement for families who completed program services versus those who were eligible but not referred. Initial evaluation findings in 2018 suggested families who completed the program had improved assessments, fewer substantiated reports of child maltreatment, and fewer out-of-home placements after one year compared with those who did not participate in the program.

**EVIDENCE USE**

Colorado implemented the community response program after considering information available on Wisconsin’s pilot initiative in 2012. Colorado launched the program as a
promising approach for increasing economic security for families, while reducing the prevalence of child neglect and further involvement in the child welfare system. The program used performance measures routinely. But it was not until the state conducted a more robust impact evaluation of the program that policymakers had access to the information they needed to determine whether to continue funding the project.

**Using performance information**

Because the program started collecting performance information early on, decision-makers are able to routinely monitor trends in key metrics. In addition to routine monitoring from program administrators, senior leadership in Colorado’s Department of Human Services also monitors performance every month through C-Stat, a performance-based analysis strategy meeting, which allows the department’s programs to meet and discuss performance trends. When indicators suggest issues that need attention, the C-Stat allows senior leaders to quickly be attuned, to develop a plan for improvement, and ultimately to contribute to improved performance. By identifying areas of focus, department leadership determines what is working and what areas may need improvement to ensure the best results for families. These regular executive meetings provide a strategy to assess the effectiveness of the program implementation and to support continuous quality improvement of service delivery.

The state made incremental changes as a result of the performance-monitoring data after discussing the issues. For example, performance measures helped identify variability in the delivery of services across multiple program sites. The state could quickly correct these variations through contracting requirements to service providers and by establishing new performance targets to help administrators prevent avoidable variations in implementation.

**Use of the evaluation**

Completion of the impact evaluation in 2018 allowed the Colorado Department of Human Services to better understand the constructs of what the program should measure routinely in performance measures related to child welfare outcomes and economic well-being for families.10,11 The impact evaluation improved the state’s understanding of whether families who completed program services had fewer negative outcomes than families who did not receive services.

The program is currently funded, and policymakers are interested in filling yet more gaps in existing knowledge moving forward. Recognizing the limits of the impact evaluation, Colorado planned a second evaluation to consider outcomes associated with families who return to the program within one year of completing services. Early indications suggest the program did prevent escalation of risk resulting in future child welfare involvement.

Additionally, the first impact evaluation did not examine economic well-being. This limited the information available for decision-makers about a key goal and attribute of the program, even though some descriptive analysis was available. In line with the program’s
performance measures, a new evaluation will consider whether families with an economic self-sufficiency goal causally achieve better child welfare outcomes.

In this case, by completing an initial evaluation the department and state leaders recognized more information could be helpful in informing future decisions about the program and for achieving child welfare goals.

LESSONS

• **Innovation should always be paired with an evaluation.** Colorado looked to identify an evidence-based strategy that could meet their need of addressing child maltreatment and neglect outcomes through programming that targeted economic security, but the state recognized that evidence needed to come from current best practices. In order to move the Colorado-specific Community Response program along the evidence continuum toward evidence-based status, Colorado built on excellent work in other states, such as Wisconsin, and budgeted for a rigorous evaluation up front. One key lesson is that the state should pair innovation with an evaluation to understand the efficacy of programming. As part of the evaluation process, program leaders should refine activities and methods throughout and should focus on both short-term and long-term outcomes with meaningful performance metrics.

• **The first pilot may not answer all the questions.** Lessons from the completed impact evaluation highlight that program activities needed to be modified by eliminating variability in the model, program services needed a larger uptake to fully understand program impact, and the state agency has additional questions it wanted answered, such as on the impacts of economic self-sufficiency. The second evaluation will help answer additional questions and further demonstrate how and why building evidence takes time and careful consideration. A program cannot go from being promising or considered a best practice to becoming evidence-based without multiple types of evidence and evaluation.

• **Effective implementation is essential.** Effective implementation is necessary both in terms of budgeting and long-term sustainability of quality programming. Implementation resources such as training, coaching, and technical assistance should be ongoing to ensure the best delivery of programming and services. Colorado’s program staff remain focused on learning directly from the Colorado Community Response study.

• **Confidentiality should always be a priority.** Maintaining confidentiality pledges is essential for county welfare agencies when sharing contact information about a family with community-based prevention programs. While some sharing is
essential, Colorado state law lacks clear guidance on the authority and process for doing so, leading to differing legal opinions about sharing information. Child welfare agencies could benefit from reviewing their state laws to plan for necessary data-sharing activities. The federal government could also provide improved guidance about expectations and how federal laws affect such activities.

- **Funding evaluations strengthens evidence-based programs.** The state legislature provided funding to conduct an evaluation while implementing Colorado Community Response. Funding for program evaluation was critical to strengthening the evidence about the program. However, programs would benefit from using implementation science as a process to identify barriers and reduce program variability across other agencies. State agencies will also take this approach to other innovations. For state policymakers to understand the impact of programming and make informed decisions, we need to ensure we are budgeting for, prioritizing, and advocating for the use of the evidence-based policy.


6. The comparison looked at families who received Colorado Community Response services against a comparison group who did not, matching on case characteristics and demographic factors, including referral type (screen out or closed assessment), number of children and adults living in the home, ages of children, prior referrals to child welfare, and type of allegation.


8. Ibid.

9. Ibid.


15. IMPROVING LITERACY

Investing in Reading Coaching and Evaluation in Tennessee

Nate Schwartz is the chief research and strategy officer for the Tennessee Department of Education.

Laura Booker is the executive director of research for the Tennessee Department of Education.

Adam Rollins is a senior research analyst for the Tennessee Department of Education.
Between 2010 and 2015, Tennessee celebrated large gains across a wide variety of K-12 student outcomes. High school graduation rates increased steadily. More students enrolled in advanced coursework, and state test scores climbed. On the National Assessment of Education Progress (NAEP), Tennessee grew faster than any other state.¹

Elementary reading was the exception. In 2011, the state deemed 46 percent of third-graders proficient on the state exam that measured reading comprehension, vocabulary, and language skills and knowledge.² Five years later, the percentage meeting the bar was the exact same. In contrast, over the same time period, for students in third through fifth grades, proficiency rates in mathematics soared from 39 percent to 59 percent and average ACT scores climbed by half a point.³

The lack of growth in early reading proficiency raised doubts about the sustainability of the state’s academic gains. Research from Tennessee and across the nation has repeatedly demonstrated the tight connection between early reading ability and later outcomes. By the middle grades, these differences start to harden. In Tennessee, fewer than 10 percent of eighth-graders who are reading below grade level meet the college-readiness benchmark on the 11th grade ACT exam. Without improvements in reading proficiency, Tennessee’s long-term academic progress seemed likely to grind to a halt.

**ISSUE BACKGROUND**

In 2007, the U.S. Chamber of Commerce awarded Tennessee a failing grade in the category of “truth-in-advertising” to highlight the misleading information coming from the high proficiency rates on Tennessee’s statewide assessment (around 91 percent proficiency in English language arts) as compared with the more objective standard measured by the NAEP (28 percent proficiency).⁴
Supported by a favorable political climate and two governors who made education their primary focus, the state responded by doubling down on more rigorous standards and graduation requirements over the next several years. Between 2007 and 2012, Tennessee raised standards in core academic subjects and made substantial investments in teacher training and performance evaluation, funded by a $500 million Race to the Top grant. Improvements in most student outcomes across the time period seemed to vindicate this approach, making the lack of growth in elementary reading proficiency all the more problematic.

Tennessee’s static reading results in the early grades were directly at odds with the level of effort districts were devoting to the issue. Each year, the vast majority of Tennessee districts placed elementary reading improvement as one of their highest priorities in the required annual plans they submitted to the state, and they supported these priorities through investments in trainings and resources.

When a new commissioner of education took office in January 2015, she announced that early grades literacy would be a major area of action for the Tennessee Department of Education. Her commitment to the issue was driven by evidence that being a proficient reader by third grade is foundational to future success and by the data showing Tennessee’s lagging scores in this area.

EVIDENCE AVAILABILITY

Making research and data use a priority at the outset, the department launched its early reading initiative with a study of the landscape of teaching and learning in Tennessee K-3 classrooms. This needs assessment served to ground improvement efforts in a deeper understanding of the quality and variation in classroom instruction across the state.

The department outlined its dive into classroom practice in Setting the Foundation, the first in a series of reading reports that highlighted critical classroom needs. Classroom observations suggested that kindergarten through third-grade reading teachers across the state were overly focused on skills-based competencies like alphabet knowledge, fluency, spelling, and print concepts, with not enough time spent on the deeper comprehension and vocabulary—teaching practices that decades of literacy research suggest matter most for long-term student gains. Moreover, teachers rarely exposed students to high-quality texts that built their knowledge as well as their decoding and comprehension skills.

The Setting the Foundation report also suggested, as a statewide goal, that 75 percent of Tennessee third-graders be proficient in reading by 2025. Yet it wasn’t clear how to shift teachers’ practice in reaction to these needs in order to meet this goal. While professional-development programs tend to be popular among teachers and administrators, numerous experimental evaluations of teacher training programs have suggested that the programs often do not meet expectations for impacts on student learning or on teacher practice.
Studies of teacher coaching are something of an outlier in this literature. As one meta-analysis including only randomized control trials and quasi-experimental evaluations concluded: “Coaching works. With coaching, the quality of teachers’ instruction improves by as much as—or more than—the difference in effectiveness between a novice and teacher with five to 10 years of experience, a more positive estimated effect than traditional [professional development] and most other school-based interventions.”

Based on reviews of this research and the increasing prevalence of instructional coaches in Tennessee schools, the Tennessee Department of Education started to envision a strategy based around supporting the work of literacy instructional coaches across the state. Many districts and schools in the state had invested in instructional coaches as a lever for improving instruction, but coaches often reported little training on how to actually be a coach.

Nevertheless, this initial direction only served as the starting point for a series of far more difficult, practical decisions about the program itself. The challenge here was practice, not policy. While the evidence broadly suggested that coaching could work, these impacts tended to emerge in studies of smaller, more-intensive programs, and large-scale programs tended to be far less reliable.

The department did not have the option of replicating and scaling up a small-scale model. Funding literacy coaches in a large contingent of schools across the state was financially out of reach, even with a committed legislature. However, legislators were looking for a program that could reach the majority of districts in the state. As is the case with many such programs, state leaders faced a tension between the political need to create a program with a large enough reach to justify its expense and the reality that there was not a blueprint for success on a large scale.

In order to meaningfully shift classroom practice toward higher-quality literacy instruction across around 15,000 K-3 classrooms and 146 school districts, the department needed to use existing structures with innovative, evidence-based approaches. The department would also need to use ongoing evidence collection to inform continuous improvement in implementation.

**EVIDENCE USE**

The coaching strategy proposed by the Tennessee Department of Education to the legislature relied on a small group of centralized leaders—15 reading coach consultants across eight regions—who would build relationships with a far larger group of district-employed instructional coaches, who would then work with individual teachers across the state to build a shared understanding of early grades literacy practice. Each of the regional coaches would work with about 13 district coaches who in turn focused on supporting 15 teachers in their district. The district coaches would convene twice per year for focused training on reading instruction and coaching best practices.
This immediate setup was hurried along by legislative and budget timelines that freed up money in the late spring for a program directed to launch at the beginning of the following school year. It led to a program with the broad goal of transforming teaching across hundreds of classrooms but with only a rough outline of how to get there.

At the same time, program leaders across the department shared a long-term and genuine commitment to continuous improvement and openness to research and evaluation that is relatively rare in the political world of state agencies. Even as program leaders first began to piece together the outline of the coaching initiative, they worked with members of the department’s embedded research and strategy team to lay out a framework for ongoing monitoring of short-term and long-term outcomes. This included thinking through a logic model for the initiative tied to concrete ways of assessing the stated outcomes. A member of the research team also accompanied program leaders to information sessions around the state for district leaders to share the data driving the program and to communicate about the evaluation plan. This partnership meant that ongoing evaluation became a primary element of program design, with discussions about data and evidence built directly into the planning and implementation process.

Embedded evaluation

As part of an embedded evaluation, the department committed to classroom observations that would allow monitoring of actual classroom practices over the three years of the coaching network, rather than relying on after-the-fact analyses of test scores to measure program effects. Through a stratified sampling plan to ensure representation on a variety of crucial school and district characteristics, the department identified 18 schools that experts could visit over time to track changes in teaching practices.

The department also built a system of continuous feedback from teachers and coaches, drawing on processes that were already in place across the state, specifically annual surveys of educators and district leaders, but adapting questions to meet evaluation needs. The team also developed new pre- and post-surveys for each of the six semesters of initiative. Making use of the statewide annual educator survey allowed for comparisons between teachers receiving coaching and a control group of uncoached teachers, and the supplemental surveys for participating coaches and teachers meant deeper information related to the program content. Tracking intermediate measures like changes to teacher and coach knowledge and practice was critical to knowing whether the program was on track to achieve its ultimate goal of moving the needle on student reading proficiency. These intermediate measures were especially important because statewide testing of students in Tennessee begins in third grade, meaning there was limited achievement data for assessing the ultimate outcome.

At the close of the first year, classroom observations suggested little to no positive movement across a variety of metrics of teacher practice. As program leaders studied these results, it became increasingly clear that the initial program aimed to cover so many elements of strong instructional practice that it left coaches and coach consultants with little focus on concrete classroom outcomes.
Meanwhile, the feedback from surveys and observations zeroed in on reading texts and curriculum as a crucial input to the success of the coaching program. On the early literacy branch of the state’s annual educator survey, K-3 English language-arts teachers reported that misalignment between instructional standards and district curricula meant that they were spending an average of four and a half hours per week just sourcing the right texts and materials to use in their classrooms, leaving little to none of their crucial prep time for building a deeper understanding of their craft. Also teachers used coaches mostly as purveyors of instructional materials rather than as teaching experts. Moreover, surveys of coach time showed that many coaches struggled to actually spend time with teachers or to focus on observing and providing feedback, often because they were pulled into other duties.

**Programmatic changes**

Through ongoing conversations that were originally meant to ensure that classroom observers collected the right evidence, the program team ended up redefining the program itself.

Using the observational data-collection tool as a guide, program leaders narrowed in on the changes they’d like to see teachers make across the state, and modified the program to focus on (a) the quality of classroom texts; (b) question sequences and tasks selected to build conceptual knowledge; and (c) systematic foundational skills instruction that incorporated opportunities to practice through reading and writing. Interactions between regional coach consultants and district instructional coaches in year two aimed to solidify teachers’ understanding of these key outcomes. District coaches also began to focus their interactions with teachers more solidly on these outcomes. The research team supported this effort by developing one-pagers that unpacked each of these three priority areas.

In response to findings from observations and surveys that the quality of instructional materials was a barrier to increasing the quality of instructional practice, in year two department leaders expanded the scope of the initiative to include a strategy focused on the materials and resources available to K-3 teachers. This included a short-term strategy of developing short units with tasks and question sequences built around a series of highly recommended text sets. It also included a long-term strategy to modify the textbook adoption process to ensure stronger alignment between the teaching techniques built into the coaching model and the curricula that the state recommended for adoption. Finally, in an attempt to bring school leaders directly into the work and thereby create more time and space for coaches to carry out their duties, the department held a series of regional principal meetings to invest principals in the vision.

**Program impact**

By the start of year three, observation results suggested that these program modifications had begun to yield meaningful changes in classroom practice. Observed teachers were increasingly introducing students to foundational skills within the context of genuine reading and comprehension exercises rather than creating an artificial divide between skills practice and the act of reading. Text quality in classrooms shifted, with more teachers using demanding texts that would introduce students to meaningful ideas and vocabulary. In
classrooms using the newly developed short units, almost all teachers were now using high-quality texts and one-third were using high-quality question sequences compared with only 10 percent before implementation of the units.

All the same, several crucial metrics of classroom practice, including the quality of student tasks had not moved. More problematic still, there were no changes yet in student test scores that evaluators could tie directly to the program. Student growth was difficult to measure since tests only began in grade three and the program focused primarily on grades K-2. Still, this remained the primary outcome that department leaders hoped to move.

The third and final year that the program had guaranteed legislative funding brought a new governor to the statehouse and a new commissioner to the department. While the program had achieved substantial popularity among district superintendents, it did not surface as a policy priority during the governor’s election campaign. Instead, the governor, a fiscal conservative, had trained his sights on funding to improve career and technical education in high school and to increase school choice. As of this writing, it remains unclear whether the initiative will receive continued legislative funding. Yet despite the uncertainty, schools and districts across the state remain committed to the instructional improvements that the statewide coaching initiative spurred, and the work to increase the quality and rigor of instructional materials continues to be a priority of the new commissioner.

**LESSONS**

- **Partnerships can benefit program quality.** The partnership between the early literacy team and the research team at the department demonstrated the value of long-term, embedded evaluation. When the research team first formed in the Tennessee Department of Education, officials often called on team members to evaluate programs after the fact. The research team would do whatever was possible with existing data, which often led to evaluations of outcomes not tightly linked to programmatic goals. By involving the research team from the very beginning, we were able to create a joint partnership that simultaneously improved the quality of both the research and the program.

- **Tye ongoing evaluation to the initiative.** Program leaders within the department had reason to continually review their theory of action, since they were working to align evaluation metrics to that theory. By developing pre- and post-knowledge surveys for each of the in-person trainings offered to the district coaches, the program team had to could solidify their expectations. The research team also gave presentations of the ongoing findings to the regional coaches so that those implementing the program had the opportunity to grapple with the data.
• **Learn to be okay with not getting positive results.** By forcing difficult conversations, the continuous flow of sometimes negative evidence helped to give direction to year-by-year adjustments that resulted in a stronger program over time.

• **Evidence use doesn’t guarantee funding.** Tennessee continues to grapple with the ways that the political realities of funding make it difficult to sustain a truly iterative process of continuous improvement over the long term.

• **Internal and external evaluations are both valuable and serve different purposes.** It is also important to note that there are benefits to having an internal research team like the one described in this case study, but there are also real reasons to have many aspects of the state’s long-term evaluation work carried out by an independent and external organization. In Tennessee’s case, the state greatly benefited from the Tennessee Education Research Alliance at Vanderbilt University, which works in partnership with the department to build knowledge around central priorities. 

---


3 Ibid.


10 Among Tennessee districts, 80 percent reported having instructional coaches, according to a 2015 survey.


16. GREAT EXPECTATIONS, RE-CALIBRATED: EVALUATING DC'S POLICE BODY WORN CAMERA PROGRAM
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Anita Ravishankar is a research scientist at the Metropolitan Police Department in Washington, D.C. and a fellow with The Lab @ DC.
Body worn cameras (BWCs) are purportedly a tool to improve policing and enhance the public legitimacy of a police department. The technology is expensive and, when widely adopted, creates a notable expansion of state surveillance. To what extent do the hoped-for benefits occur, and how does a community balance those benefits against the monetary and privacy costs when deciding whether and how much to invest in a BWC program? What can facilitate informed thinking in this decision, especially amid the emotionally charged backdrop of a nation roiled by a series of high-profile use-of-force incidents, many involving minority residents?

We tell here the story of how Washington, D.C.’s police department handled its BWC program, and in particular, how randomly assigning some but not all officers to wear body cameras and comparing the outcomes helped build the department’s capacity to use evidence while generating insights that can inform the national debate.¹

**ISSUE BACKGROUND**

It’s March 2015 in the Metropolitan Police Department command center, and the senior police leadership are gathered to make an important decision on the deployment of body-worn cameras in the nation’s capital. Since October 2014, the department has been carefully planning the potential deployment of a BWC program to its 3,800-member police force. Pilot work assessed equipment options and settled on Taser International’s AXON Body 1; policymakers drafted debated, and re-drafted regulations over access to video footage; and the city appropriated funds to the program, with a District of Columbia City Council mandate to outfit all officers with BWCs before the end of 2016. The decision point—after
weeks of advance discussion, draft pitches, informal brainstorms over beers, and now a formal proposal in front of those flickering screens—is whether and how to evaluate the program across the 68 square miles of the District of Columbia.

The national movement was remarkable. A series of high-profile, controversial deaths of unarmed African Americans at the hands of police officers, Eric Garner, Michael Brown, Laquan McDonald, Tamir Rice, Walter Scott, sparked a robust national conversation on police accountability and transparency. The role of video footage, either by bystanders and/or dashcam, in bringing many of these incidents to light led directly to a widespread embrace of police body-worn cameras as a technological solution. President Barack Obama proposed a $75 million, three-year investment to help purchase 50,000 BWCs; the U.S. Department of Justice awarded $23 million for BWC in 2015 for the initiative. A nationwide survey at the time found that 95 percent of large police departments planned to have a BWC program. The central hope was that the watchful lens of a camera would moderate behavior on the streets (either immediately or via a disciplinary and training feedback loop), which in turn would reduce the likelihood that encounters between officers and residents would escalate into violence.

**EVIDENCE AVAILABILITY**

Yet the evidence base in early 2015—although promising—was surprisingly thin, especially relative to how rapidly BWC programs were beginning to spread across the country. The primary empirical justification was citation to a single study from Rialto, California. Fifty-four police officers were randomly assigned to wear a camera on some shifts but not others, for a total of 988 shifts over 12 months. Officers were less likely to use force on shifts when wearing a BWC than on shifts when not wearing a camera. Officers were less likely to use force on shifts when wearing a BWC than on shifts when not wearing a camera. No difference in complaints was detected between shift-types. Only an after-the-fact time-series analysis identified a reduction in complaints, a result which was commonly misinterpreted in the media as a finding from the more rigorous evaluation. The authors cautioned against too quickly deciding that BWCs merit expansion, noting in the paper that the results were from “but one experiment.”

Most justification was therefore theoretical, based on evidence from other domains. A wide range of research, dating back to the classic experiments at Hawthorne Works, reported that people may act differently when watched. This literature is not without controversy, but studies have regularly reported—and a common belief is—that we’re more likely to work harder, give to charity, tell the truth, recycle, vote, and so forth if being observed than if alone. If this behavioral effect carried over into the on-street policing environment, then both officers and residents should be more likely to behave in line with community norms when a camera is present. With both parties more closely regulating their behavior, there should be a lower risk of events escalating into violence.
EVIDENCE USE

This case is about the use of evidence, but in many respects, the most important lessons are about the generation of evidence for public consumption. The same evidence may be more or less likely to be used, we believe, as a function of how it is generated and presented in relation to the political decision-making process. But first, it is important to note that the most immediate use of evidence and theory was, of course, in justifying the deployment of the BWC program in the first place. For example, in his testimony before the Committee on the Judiciary, Deputy Mayor for Public Safety and Justice Kevin Donahue relied on the report of an advisory group summarizing the Rialto study and the underlying theory; the Committee Report that informed the City Council’s vote to create and fund the program also used this report.7,8

Perhaps the most inspiring part of this project was the political desire and will to learn what happened after the initial evidence-informed decision to begin a BWC program. Noting the limitations of prior evidence, Mayor Muriel Bowser, Chief Lanier (and later Chief Peter Newsham), Deputy Mayor Donahue, and City Administrator Rashad Young all recognized the responsibility to evaluate the program as rigorously as possible. A full deployment was inevitable by legislative mandate, so the intention was not to inform a decision to scale; rather, the learning would inform other law enforcement agencies considering BWC programs as well as provide a baseline understanding of what was happening in the District. Such a baseline would provide an evidentiary platform to inform further optimization of the program and, more generally, other activities of the police department.

A decision was made to conduct an experimental evaluation, with each of 2,224 Metropolitan Police Department (MPD) officers randomly assigned—imagine flipping a coin—to either wear or not wear a camera. (The full details of the study, which are a touch more nuanced, are described in a paper under publication in the Proceedings of the National Academy of Sciences.) Because of the experimental design with random assignment, outcomes (for example, the likelihood of uses of force or civilian complaints) should be the same on average for the group of officers with BWCs as for the group of officers without cameras, unless the one thing controlled to be different—namely, the assignment of BWCs—causes a difference.

The study began in June 2015 with a pilot in two of the seven MPD police districts. This period was to ensure proper implementation of the program and to monitor fidelity to the study protocol. It also, importantly, generated early evidence of potential effect sizes, which researchers used to inform research design options. With immense public pressure to fully deploy the program immediately, the selection of the research design—including how long to run the study and at what level of randomization—was not an easy or simple one. Yet our pilot results indicated that the precision of the effect estimates would increase with the duration of the study. Although there are rule-of-thumb thresholds in the sciences for determining whether an experiment is precise enough to yield meaningful results, the decision of precise to be is ultimately a value judgment. We were able to inform that value judgment—that political decision—by providing power analyses of the minimal detectable effect, assuming the study
lasted three, six, nine, or 12 months. The infusion of this technical information bolstered the political buy-in to wait until the latest legislatively permissible endpoint, December 2016, before distributing BWCs to the group that had not received them initially. Mayor Bowser was even questioned on MSNBC’s Morning Joe as to why the department had implemented this delay; she smoothly whipped back that “there was no delay at all,” but rather we needed a “control group” to learn how the program was working.\textsuperscript{9} 

On October 20, 2017, we released a working paper with interactive results on a website dedicated to the study.\textsuperscript{10,11} The study found that BWCs had no statistically significant average effects on any of the measured outcomes. To get a feel for the results, imagine groups of officers over the course of a year: a group of 1,000 officers with BWCs was estimated to document 74 more uses of force in a year than a group of 1,000 officers without BWCs, yet the data were also consistent with the real effect of BWCs being anywhere from a decrease of 97 documented uses of force to an increase of 244 documented uses of force per 1,000 officers, per year. A null result obtained for complaints too, with anywhere from a decrease of 24 complaints to an increase of 138 complaints per officers, per year, consistent with the data. We also did not find any downstream courtroom effects in how complaints or cases were adjudicated, although the statistical power was much weaker on this front. 

News of the study quickly went global. The study’s release coordinated with a front-page article in *The New York Times* and an NPR segment for *All Things Considered*.\textsuperscript{12,13} NBC Nightly News interviewed Chief Newsham. Dozens more articles and interviews proliferated.\textsuperscript{14,15} Researchers presented at the International Association of Chiefs of Police and fielded numerous phone calls with researchers and leadership teams from police agencies across the country and internationally to educate people about the findings. We also held two community conversations in D.C., to engage with local residents about the study findings and their implications for the city.

We spent an inordinate amount of effort ensuring that no one misunderstood or exaggerated the results or their implications. Indeed, the working paper, website, and associated coverage are perhaps unique in the quantity of pages and airtime given to explaining what the null results do not mean, and to highlighting alternative explanations for why we might have found what we did. We noted the risk of spillover, questions about generalizability beyond the D.C. context, limitations of administrative data, the possibility of small or distributional effects outside of what the study methods can capture, and the fact that no survey data was collected about public perceptions of police legitimacy. We also vetted our work, before any public releases, with a series of quality control measures and reviews. All analyses were conducted by two independent statistical teams, for example, which helped avoid coding errors and confirmed a convergence of results. We shared drafts and presentations with peer experts for advance review. Our code and replication data publicly will also be made publicly available.

Our overall recommendation was that we should recalibrate our expectations about the impacts of BWC programs, especially with regard to the possibility of large reductions in the average use of force or complaint rates. We deliberately did not advocate for or against the
adoption of a BWC program. The language was instead carefully crafted to prompt Bayesian thinking, that is challenging pre-existing beliefs based on the evidence. We considered how this study should be incorporated into the broader research and policy debate: the study does not definitively prove that BWCs have no impacts—no single study could accomplish such a feat—but it does recommend updating expectations, recognizing that the likelihood of positive effects on the measured outcomes is lower than previously believed.

It remains a political judgment as to whether a mayor or chief of police wants to implement a BWC program, and there may be justifications beyond seeking large average reductions in use-of-force or complaint rates. Perhaps the main objective is to enhance the public perception of legitimacy (which the study did not measure), or perhaps a jurisdiction would be willing to absorb the considerable financial and privacy costs for the possibility of capturing even a single wrongful act on video (an effect size too small to be practically measured). In the District, for instance, there is ambition to use the video footage for innovative officer training, to which end the city passed a unique legislative provision empowering access to the footage for research purposes.

If other jurisdictions use evidence from the District study to prompt more careful deliberation about these justifications and tradeoffs, then it will be a successful use of evidence, no matter which side of the decision a department ultimately lands on. For example, some people occasionally question the generalizability of the results by noting that the MPD has a unique history of reform and officer training protocols. BWC may be more impactful in police agencies without that history. Maybe indeed. But if people use the study’s evidence successfully, it will prompt consideration of whether to prioritize investments in the technology or in implementing reform and training efforts similar to those in the District of Columbia.

**LESSONS**

- **Use a pre-analysis plan.** A remarkable feature of this project was the relative lack of after-the-fact attempts to discredit the study’s findings on methodological grounds, to attack the independence of the research team (The Lab @ DC is housed out of the Executive Office of the Mayor), or to politically attack the mayor and chief of police for the program results. Discussion was instead, refreshingly, almost entirely about the implications of the evidence and what to do next. We attribute this success to a unique campaign of community engagement, anchored around public registration of a pre-analysis plan. A pre-analysis plan documents the questions a study will ask and the methodologies it will use in answering those questions—all written down before looking at or even collecting the data. Different methodological choices can generate different answers, and research has uncovered that scientists, consciously or more often unconsciously, have a bias toward choices that generate a desired result (so-
called “p-hacking”). A related bias is the tendency to tell stories after results are known, as if the result were theoretically expected from the onset (so-called “HARKing,” or hypothesizing-after-results-known). Both biases are short-circuited if methodological choices are not made in advance of conducting data analysis.

- **Lean into the reality that science involves politics.** The pre-analysis plan is also a unique vehicle for enhancing the political integrity of a project. Science involves value judgments: how large of an effect size, measured at what precision, justifies a decision to take one action over another? Objective methodologies can provide reliable statistics, but weighing the risks and tradeoffs of any given intervention is always a political act. Lean into this reality. In particular, we used the drafting of the pre-analysis plan to work closely with key decision-makers to facilitate advance thinking about what the most important questions are, how much effort should be expended on answers, and what methods are most suitable. We publicly registered a draft pre-analysis plan on the Open Science Framework in October 2016 to facilitate community feedback. Of course, not many people casually browse the Open Science Framework archives, so a critical step was hitting the streets: between October 2016 and June 2017, we held 13 public events to discuss the pre-analysis plan, ranging from professional audiences, to non-profit and advocacy groups, to everyday audiences gathered at libraries and schools. We circulated the pre-analysis plan widely and invited comments. We worked closely with press offices to ensure that officials understood and could confidently discuss the details when the opportunity surfaced—from council hearings to *Morning Joe*. Our proactive and open approach bolstered trust in the research. When the results came out, there was not the usual arguing over methods because the methodology, whatever its lingering shortcomings, had already been extensively discussed and accepted. When people scrutinized our independence, we could point to the publicly registered pre-analysis plan and explain again how the transparency curbed against p-hacking and HARKing.

- **Co-production of research increased the likelihood of use.** From the onset, we embedded closely with MPD. We joined internal meetings, conducted ride-alongs, learned to use the equipment, and visited the training academy. The department even hired one researcher as a staff member. And likewise, the department was authentically part of the research enterprise: Chief of Staff Matthew Bromeland, Commander Ralph Ennis, Special Assistant Heidi Fieselmann, and BWC Program Coordinator Derek Meeks worked closely with us to operationalize the field experiment and joined community discussions. This integrated approach empowered us to design a rigorous methodology meshed into the operational realities of what it takes to deploy thousands of pieces of physical equipment across an entire police force. Perhaps the most heartening outcome is how the project elevated the overall capacity of the police department to use and generate evidence into the future. We mapped and documented the administrative data of the department, a resource which is now being leveraged in new projects. MPD also created three permanent positions—a research scientist, a data scientist, and a management analyst—to boost its internal capacity to do research and
evaluation work, and has since initiated a variety of projects to improve recruiting, training, and violence reduction efforts. Terms like "counterfactual," "confidence interval," and "effect size" are commonly used in the hallways and meeting agendas, with the question of "how are we going to know if this works?" a common follow-up to any new proposal.
DESIGNING POLICYMAKING PROCESSES FOR EVIDENCE USE
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Teen pregnancy can have a wide range of health, social, educational, and economic consequences for young people. Policymakers long ago decided that reducing these preventable consequences for adolescents was a priority. But despite considerable progress, teen pregnancy and birth rates in the United States remain higher than most other developed countries, and racial/ethnic, geographic, and socioeconomic disparities persist within the United States, suggesting there is room for more progress.1,2,3

Beginning in 2009, federal policymakers began a new evidence-backed effort to invest in educational programs related to teen pregnancy prevention. The federal government created two complementary programs: the Teen Pregnancy Prevention (TPP) Program and the Personal Responsibility Education Program (PREP).4 The programs have a shared goal—to reduce teen pregnancies—but operate with different grant-making structures and strategic coordination to achieve public-policy objectives. Creating the programs was a major milestone. Previously, the only dedicated federal funding for reducing teen pregnancy was not based on criteria about effectiveness; it was based exclusively on content, namely abstinence-only approaches.

While Congress has introduced bipartisan legislation since 1999 to fund evidence-based programs and build knowledge about effective strategies, TPP and PREP were the first to gain traction.5 They were propelled by the broader movement toward evidence-based policymaking.

Nearly a decade after the launch of TPP and PREP, these two programs provide vital information and skills to some of the most marginalized youth in the country. They also contribute to producing knowledge about effective teen pregnancy prevention efforts. These programs offer important lessons both for the power of using evidence to inform policymaking and the potential obstacles that can derail these programs and others informed by evidence.
ISSUE BACKGROUND

Both TPP and PREP are examples of tiered evidence-based programs. Tiered evidence is a framework typically applied to grant-making where policymakers allot a share of program funds to replicate models based on evidence of effectiveness in past studies. Policymakers allocate other funds to further strengthen evidence about other potentially effective models (to distinguish from the overall TPP and PREP programs or funding streams, we use “model” to refer to a specific curricula or educational program that has been or can be evaluated to assess impacts). As a result, most funding supports replication of successful models, while the broader program continues to build the overall evidence base through high-quality evaluation, continuous improvement, and innovation.

Teen Pregnancy Prevention Program

TPP is administered by the U.S. Department of Health and Human Services (HHS) Office of Adolescent Health. In TPP’s first year, the program received a $110 million appropriation. In the subsequent nine years, Congress appropriated between $98 million and $101 million for the program.

In order to support strong TPP implementation and assessment, up to 10 percent of program funding can be used for training and technical assistance, evaluation, and program support. Of the remaining funds, 75 percent is available for “replicating programs that have been proven effective through rigorous evaluation” to reduce teenage pregnancy and other relevant behavioral risk factors. This funding is awarded competitively to what are called “Tier 1 grants.” Tier 1 grantees can select from a broad array of previously evaluated models that best meet the needs of their communities. As part of the selection process, some grantees choose models with a focus on abstinence, others choose models that teach about both abstinence and contraception. Still others focus on youth development, parent-teen communication, or healthy relationships. What these have in common is an objective, high standard of evidence.

Recognizing the continued need for innovation as the characteristics and behaviors of adolescents change over time, an additional 25 percent of TPP funding supports competitive grants to develop, replicate, refine, and test additional strategies (called “Tier 2 grants”). A wide variety of organizations, including universities, local health departments, faith-based organizations, and community organizations, administer both the Tier 1 and Tier 2 competitive grants.

Personal Responsibility Education Program

The HHS Administration on Children, Youth, and Families administers PREP. The program receives $75 million annually to educate adolescents on both abstinence and contraception—with the goal of preventing pregnancy and sexually transmitted infections. The program also supports activities that prepare adolescents for adulthood, including topics such as maintaining healthy relationships, communicating with parents, and developing financial literacy.
PREP focuses on youth at greatest risk of teen pregnancy (including foster youth, homeless youth, youth with HIV/AIDS, youth who are victims of human trafficking, and youth under 21 years of age who are pregnant or parenting) and geographic areas with high teen birth rates. Most funding is formulaically allocated to states to replicate programs with existing research proving they are effective at changing behaviors (that is, delaying sexual activity, improving use of birth control, or reducing pregnancies). While the evidence criteria for PREP is slightly more flexible than for TPP, states take the commitment to evidence seriously, and they dedicated over 90 percent of their grant funding for models from the HHS evidence review.

Consistent with a tiered framework, in order to support innovation, HHS awards $10 million for organizations to compete to develop and test innovative strategies (PREP's version of Tier 2). In addition, HHS sets aside $3.5 million annually for grants to Indian tribes or tribal organizations. Similar to TPP, PREP reserves 10 percent of its funding for training and technical assistance, evaluation, research, and dissemination of promising practices to reduce teen pregnancy.

Together, the complementary TPP Program and PREP—with a combined investment of $185 million—serve nearly 350,000 youth annually. The programs strengthen the capacity of states, tribes, and communities to replicate, implement, and evaluate evidence-based programs. Importantly, the programs generate useful results about what works to reduce teen pregnancy for different youth and in different settings.

Given the nature of these programs, and a historical focus on abstinence-only approaches, policymakers sometimes view these activities with an ideological perspective, rather than predominantly through a lens of funding the most effective approaches.

**EVIDENCE AVAILABILITY**

Before 2010, Congress did not appropriate federal funding to evidence-based approaches to reduce teen pregnancy. Evidence building began with private, philanthropic, and academic commitments.

**Systematic reviews**

In 1997, the National Campaign to Prevent Teen Pregnancy (now Power to Decide) commissioned an evidence review of effective strategies for preventing teen pregnancy. The review found that, with a few exceptions, most studies assessing the impact of programs to reduce teen sexual risk-taking failed either to measure or to find sustained long-term impacts on behavior. A subsequent research review in 2001 identified additional research about programs that sustained positive behavioral effects. The review offered stakeholders a few identified effective strategies; but finding funding for such programs was a challenge. By 2007, 15 strategies demonstrated evidence of positive and meaningful impacts on reducing adolescent sexual behavior, pregnancy, or sexually transmitted disease (STD).

To support implementation of TPP and PREP, HHS commissioned an independent, systematic, and rigorous review of evaluation studies to establish the HHS Teen Pregnancy
The initial HHS effort in 2010 reviewed hundreds of studies of individual models and identified 28 that changed teens’ sexual behavior or teen pregnancy. Because the HHS Evidence Review identified the models, they were eligible for use by grantees as part of TPP’s Tier 1.

HHS regularly updates the Evidence Review to incorporate new research, including from TPP and PREP grantees as well as from other sources. The menu of effective models continues to grow and reached 48 in April 2018. This expanding menu gives communities more options to best meet the needs of particular young people and implementation sites. For example, some communities want to provide longer-term strategies, while others are looking for relatively quick interventions. Communities may need models that are developmentally appropriate for youth in middle school, high school, or out of school. Or, they may want to focus on underserved or high-risk populations, such as youth in foster care or the juvenile justice system. To assist program grantees and others in the field to select appropriate models that fit their needs, HHS offers a searchable database that categorizes models by populations, settings, and other characteristics, along with training and technical assistance for grantees, including online resources.

Changing human behavior is hard, and so is conducting rigorous evaluation that detects such changes. Against this backdrop, the evidence generated from TPP and PREP to date is impressive in its scope, process, and results. In 2017, the bipartisan U.S. Commission on Evidence-Based Policymaking highlighted TPP as an example of a federal program developing increasingly rigorous portfolios of evidence.

Evidence generated by TPP and PREP grantees

It is ambitious and can even be risky for a government-funded social program to make research about its effectiveness publicly available. Releasing the results of what worked, and what did not, then using that knowledge to inform current projects could lead to perceptions about program failure, as well as concern among program developers and grantees about exposing their efforts to rigorous evaluation when evaluations do not produce the expected results. These programs illustrate both the benefits and risks, especially in an environment where ideological views about program content run strong, despite the focus on evidence.

Grantees conducted the first round of 41 grantee evaluations of 32 individual models from 2010 through 2015. All of the evaluations used experimental research designs to determine program impacts. HHS released the final results in 2016. Of the models evaluated, one-third were part of TPP’s Tier 1. Through Tier 1 evaluations, evidence-based teen pregnancy prevention models could be replicated and evaluated in different settings or with different populations than prior evaluations. Four of the 10 models positively impacted behavior in Tier 1.

Grantees rigorously tested another 22 models as part of TPP’s and PREP’s Tier 2 grants, including evaluating new and innovative approaches. Eight of the 22 models tested in Tier 2 were effective. As a result of the number of evaluations, several academic journals dedicated volumes to discussing both TPP and PREP. These included articles about program results as well as implementation and evaluation lessons.
These conclusions must also be met with caution about how effective grantees were overall. Of all the models evaluated as part of the first-round research, 12 out of 32 (38 percent) showed positive impacts. This is well above the 10 to 20 percent of rigorous evaluations (typically experimental evaluations with random assignment) that experts say typically demonstrate positive results. In addition, 13 of the 41 individual studies were inconclusive because of implementation challenges or methodological limitations (note: Grantees evaluated some of the 32 models in more than one place, which is why there were 41 studies of 32 models). This illustrates a challenge for conducting impact evaluations, especially with smaller or underserved populations, such as rural or Native American teens, where getting adequate sample sizes can be difficult. But the grantees collectively contributed to developing a robust new body of research and evaluation to support future implementation of the tiered evidence framework in TPP and PREP.

**EVIDENCE USE**

In keeping with the tiered evidence framework for the programs, lessons and insights gained from existing evaluations immediately began to feed back into the future cycles of funding for TPP and PREP. HHS uses evidence as a criterion to award funding, and in turn, HHS expects the programs to continue generating new evidence. After completing the grantee evaluations, HHS shared the results and the Office of Adolescent Health actively encouraged the second round of TPP Tier 1 grantees awarded in 2015 to shift toward replicating the most effective models based on the latest knowledge about what works best in different contexts. Grantees adjusted their plans, which resulted in a stronger mix of models than grantees used in the first round. In addition, the Tier 2 evaluations from the first round contributed to eight new models that met Tier 1 standards, and current Tier 1 grantees are now replicating some of those models.

**The misuse of the evidence**

Despite longstanding bipartisan support for TPP and PREP and recognition by experts that these programs are strong examples of a tiered evidence framework that have contributed to evidence building, the Donald Trump administration has tried to make dramatic changes to TPP. While they have had mixed success in doing so, an unfortunate theme in the administration’s actions is a misuse of evidence—including mischaracterizing results, using evidence as a weapon rather than a tool, and using lower standards of evidence than Congress intended. First, the administration proposed cutting the program funding, though Congress did not agree and continued to fund the program. Second, HHS abruptly cut short the final two years of the second round of five-year grants, without providing grantees notice or explanation. The reaction from Congress and program advocates was swift, raising questions about the rationale for the decision. In addition, four federal judges ruled that shortening the grants was illegal and funding was ultimately restored for the last two years of the grants. Third, HHS took steps through a new funding opportunity announcement to redirect TPP funding to grants with lower standards of evidence and evaluation than Congress intended and that the past administration had used. This too raised objections from some members of Congress, and two courts found the Tier 1 funding opportunity announcement illegal.
In trying to justify shortening the second round of grants, the Trump administration responded by citing results from the first round of grantee evaluations, claiming that TPP failed or may have even harmed young people. In fact, the decisions had been based on longstanding pressure from advocates in outside groups—some of whom ended up in the administration—who called for defunding TPP and instead funding what was previously called abstinence-only programs, now rebranded as “sexual risk avoidance,” or SRA (typically described in statutes as programs that urge young people to “refrain from non-marital sexual activity”).

Stakeholders noted that the Trump administration mischaracterized the results and lacked context for what researchers typically expect to find when replicating rigorous evaluations. So while “using” some of the existing evidence in their assertions, the uses did not reflect widely accepted stakeholder and evidence experts’ perspectives of the overall TPP success or design to improve and expand use of effective models. Moreover, they misused results from individual evaluations to claim the overall TPP Program failed, when in fact learning what does and does not work is part of an evidence-based program’s goal. In addition, they misused results from prior evaluations as a weapon to justify cutting current grants that had been strengthened by learning from those results and were in the process of generating new evidence.

Meanwhile, PREP has not faced the same kind of challenges. In contrast to TPP, the administration supports continued funding, and Congress continues to fund it as part of a package that includes parallel funding for abstinence or SRA grants to states. So far, the administration has not made visible efforts to redirect the program focus or use of evidence.

**LESSONS**

* Incorporating evidence early on can deter partisanship. The fact that funding levels and legislative language governing both TPP and PREP remained fundamentally consistent for nine years, with bipartisan support in Congress—and continued despite efforts to undermine TPP—is a testament to the power of an approach that incorporates evidence into the policymaking and practices of grantees. At the same time, TPP offers a cautionary tale of how ideology can potentially derail efforts to use evidence during program implementation and how evidence can be misused in the pursuit of ideological objectives.

* Programs cannot let the fear of potential findings stop them from evaluating in the first place. A commitment to rigorous evidence standards and evaluation is hard and involves risk for programs, model developers, and researchers. If those involved fear that the result of any rigorous evaluation that does not demonstrate a positive impact will be weaponized against that model or even an entire program, they will be far less likely to subject their models and programs to this rigorous evaluation in the first place. The evidence-based policy movement has more work to do to
manage expectations and put results in context—even before evaluations begin. Doing so will help to build a safe space for evidence and evaluation. TPP was the first of the federal tiered-evidence programs to do a large-scale release of evaluation results. Experts and advocates had to work hard to put the results in context after completing the evaluations. Managing expectations from the start about the meaning of the results might have mitigated some of the misuses of available evidence. Policymakers, the press, and the public do not always understand that a lack of positive impact is common in rigorous evaluations and that what appears to be failure can actually be part of a success story. Indeed, people frequently misconstrue the difference between null results (no statistically significant positive or negative impact) and negative results. In the case of TPP, several studies had null results, but only a handful had negative results. Evidence-based policymaking is about learning from what does and does not work, and then using that data to inform the focus of future efforts, again and again. It is an iterative process. Similarly, it is important to clearly differentiate between the success of overall programs such as TPP and PREP—which are clearly examples of high-quality, evidence-based policymaking—and individual models that are evaluated within these programs.

- **Instilling a culture of continuous learning.** A steadfast commitment to continuous improvement and learning from results is essential if the American public is to see the full benefit of evidence-based policymaking. It requires patience on the part of policymakers and other stakeholders to ensure programs have the time and sustained investments to learn from results and build on them, rather than cutting off research midstream or declaring programs a failure before results from ongoing replications and research are available. For example, the past Tier 2 grants have already yielded impressive new evidence to help meet the changing needs of young people, and those underway have the potential to yield even more evidence if program disruptions do not compromise the research.

- **Building evidence is not cheap, but it can be worth it.** Supporting and scaling a tiered evidence program such as TPP or PREP in multiple sites and with a diverse array of grantees with different levels of evaluation expertise cannot be done on the cheap. It requires an investment in training, technical assistance, and capacity building; it also benefits from opportunities for grantees to share best practices and to learn from each other.

- **Evidence can solve problems but not change beliefs.** Even evidence-based programs are affected by ideology and values in political decision-making processes. When a favorite model is subjected to rigorous evaluation, you might not like the results. For example, some popular models that teach both abstinence and contraception to young people did not replicate the strong results shown in earlier evaluations. Asking those tough questions, and not always liking the results, is critically important. The stakeholders of the program have to continually support the process of learning and adjust accordingly. Keeping the focus on evidence and results, rather
than on a particular ideology or approach to content, helped broaden political buy-in for TPP. For example, some conservative policymakers found it extremely helpful to know that some programs that taught about both abstinence and contraception helped young people wait longer to have sex. In other words, abstinence was a behavioral result of programs that were not abstinence-only. Even if both sides do not love everything about the program, when it is framed as an evidence-based program rather than one defined by content, policymakers on both sides of the aisle have more cover to support the program—or to at least take a neutral stance.

- **Teaching evidence-based policymaking is just as important as doing it.** Educating key audiences about what evidence-based policymaking is and what it means—everyone from policymakers, press, and the public—helps explain a program’s story and impact better. TPP and PREP grantees had to learn how to explain the “what” of their work and tell that story to policymakers, the press, and the public in a credible way.

---

5. See for example: Teenage Pregnancy Reduction Act of 1999 (H.R. 1636) in the 106th Congress; Preventing Teen Pregnancy Act (H.R. 3581) in the 110th Congress; and Putting Prevention First Act (S. 2336 and H.R. 4192) in the 108th Congress.
8. While TPP funding announcements and guidance also focus on high need populations and communities, the PREP statute specifically mentions these groups.

U.S. Department of Health and Human Services. “Welcome to the Teen Pregnancy Prevention Evidence Review.” Available at: https://tppevidencereview.aspe.hhs.gov/ The Office of the Assistant Secretary for Planning and Evaluation manages this evidence review; it is consistent with best practices in the evidence field and is included in the Pew-MacArthur Results First Clearinghouse Database.
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Ibid, 7-8, 15-16. The mix of programs shifted in three ways. First, one model (the Teen Outreach Program), which the first cohort widely replicated without successfully replicating results in most new settings, was used only on a very limited basis in the second cohort. Second, the evidence review added a number of new models based on emerging evidence from Tier 2 evaluations in the first cohort that were then selected for replication as Tier 1 projects in the second cohort. (For example, at least nine TPP sites are replicating a new Tier 1 healthy relationship model called Love Notes.) Third, OAH disallowed replication in the second cohort of one model (Cuidate) that had produced negative results in the first cohort and allowed one other (It’s Your Game: Keep It Real) to be replicated only under narrow circumstances that were different than the first cohort evaluation.
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Ibid. While the government dropped its appeals in two of the Tier 1 funding opportunity announcement (FOA) cases, two legal appeals are still pending—one challenging both the Tier 1 and Tier 2 FOAs, and another challenging Tier 2.
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18. THERE’S NO PLACE LIKE HOME

Improving Outcomes
One Home Visit at a Time
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Home visiting is a service delivery strategy that aims to improve a range of outcomes for families with children, including school readiness, maternal and child health, child maltreatment prevention, family economic self-sufficiency, and others. Typically, the model involves sending a trained professional or paraprofessional to visit a household to provide education, support, and referrals to needed community services in order to improve outcomes for children and families. There are numerous models for deploying home visiting approaches that guide structure, procedures, and substantive content of the services for local programs.

The home visiting system in the United States is largely decentralized and supported with funding from multiple levels of government. In 2009, a range of federal, state, and philanthropic sources spent an estimated $500 to $750 million in the United States on early childhood home visiting.

Congress and the White House established a new approach for home visiting in 2009, as part of the Patient Protection and Affordable Care Act. The law provided $1.5 billion in federal funding for a new strategy for conducting home visiting: a tiered evidence approach through the new Maternal Infant and Early Childhood Home Visiting Program (MIECHV). This case study focuses on how evidence was built into the design of the program and then used to justify the program’s reauthorization in 2018, extending the program for another five years.

**ISSUE BACKGROUND**

Congress and the White House designed MIECHV to encourage both the production of evidence and the allocation of program funds predominantly toward strategies that were validated and supported by existing research. The approach, called tiered evidence, was also applied to other grant programs during the Obama administration.
The basic concept of tiered evidence in MIECHV is that the law set up the executive branch as a user of the existing evidence to determine which home visiting models qualified for which proportion of funding. The federal government required 75 percent of the grants it distributed to providers to use models that demonstrated evidence of effectiveness. Providers could use another quarter of program funding for promising models that had not yet been subjected to an impact evaluation, but the grantee had to simultaneously conduct an evaluation to determine if the promising approach could be funded as evidence-based going forward.

Beyond the funding allocation, other strategies encouraged the executive branch staff to integrate multiple forms of evidence into MIECHV. In 2017, the White House’s Office of Management and Budget encouraged executive branch agencies to use this type of design as a strategy to support continuous learning and improvement. Even in advance of the reauthorization debates for MIECHV, the program was ready to provide a range of evidence to inform program administration and legislative reauthorization discussion.

**Evidence Availability**

For the reauthorization debates in 2018, policymakers had access to performance information, impact evaluations, and numerous implementation studies. All of the evidence is available through publicly accessible websites, newsletters, social media, presentations at research conferences, and congressional or executive branch staff briefings. MIECHV had such a strong emphasis on data, research, and evaluation that producing relevant evidence was not just part of the program design; it was embedded in the culture of the program for managers, grantees, and participants throughout the country.

**Program performance statistics**

MIECHV required grantees to report on a series of performance measures on a wide range of outcomes: maternal and child health, child maltreatment, school readiness, crime and domestic violence, family economic self-sufficiency, and improved referrals. MIECHV expected grantees to make improvements in four out of six of these domains in the first three years. If grantees did not accomplish this, they would receive technical assistance to correct identified deficiencies. The information collected was instrumental in providing basic program characteristics and knowledge about grantee trends and conditions. In general, the performance measures suggested the program was meeting the statutory goal of expanding the reach of home visiting to the nation’s most vulnerable children and families living in at-risk communities. The data also indicated the majority of grantees demonstrated improvement across the domains over time. The performance measures informed how technical assistance was targeted to areas grantees found challenging, such as dealing with intimate partner violence or family enrollment and retention. These areas also became the focus of continuous quality improvement efforts.
National impact evaluation

Congress required MIECHV to conduct a national impact evaluation using an experimental design. The national evaluation—called the Mother and Infant Home Visiting Program Evaluation—was an ambitious endeavor to measure impacts for programs using consistent measures at the same points in time and, for some, was the first independent evaluation of their model. The impact evaluation, which launched in 2011, only had interim results available by the time Congress considered the 2018 reauthorization. Impact results when the children were 15 months old were made available in 2019, documenting significant positive impacts in parenting, parent mental health, and child behavior. The evaluation is ongoing and will have additional impact results available when the children enter kindergarten.

MIECHV grantee evaluations

As part of the tiered evidence model, MIECHV required grantees to conduct evaluations that addressed policy-relevant questions. HHS provided technical assistance to ensure those evaluations were rigorous. These evaluations were important as they signaled to state and tribal grant administrators that the ongoing investment in evaluation activities was central to this program. It created ownership of evaluation findings because grantees designed evaluations to answer critical implementation and policy questions facing their state or tribe versus priorities of the federal government. For example, these evaluations answered states’ questions about building systems to better connect families to needed programs, workforce development, and evaluating the effectiveness of promising approaches.

Implementation science

The law also drew indirectly from research on effective implementation of evidence-based programs mandating features such as a well-trained workforce, reflective supervision, data systems, and continuous quality-improvement methods. HHS directly leveraged the language related to continuous quality improvement. More specifically, all grantees must establish continuous quality-improvement plans, which establishes the use of data for improvement as a core feature of the program. In 2013, the Home Visiting Collaborative Innovation and Improvement Network (HV CoIIN) launched; it uses methods of quality improvement from the health care sector. Grantees analyzed data to identify areas for program improvement, set goals for improvement, and rapidly and iteratively tested innovations to identify service improvements. State administrators reported that the experience of participating in the HV CoIIN embedded the use of data into daily practice and highlighted areas for program and policy improvement.

Systematic review

In order to assess the availability and quality of the research on the home visiting models in a fair and impartial manner, HHS conducted an independent systematic review of the existing evidence. During the first year of the Home Visiting Evidence of Effectiveness research review, HHS identified over 10,000 research articles and over 250 potential home visiting models.
The studies included a mix of evaluation designs. The review could not assess all of the available literature at the same time. Because of the breadth of information, HHS developed a prioritization scheme to ensure the models with the most evidence would be reviewed first.

In the first year, seven models met the review criteria for quality-of-study design and execution on relevant outcomes. In 2018, 20 models of the 250 identified met the criteria for evidence of effectiveness. The Home Visiting Evidence of Effectiveness is still ongoing with many more models to review.

**Partnerships for building evidence**

One of the primary, likely unintentional, consequences of the statutory requirements for evidence in MIECHV was the forced close partnership between the research office and the programmatic office. Before MIECHV, it was more typical than not that research and program executive branch staff operated in silos that sometimes came together, but it was often intermittent and often focused on a specific study. The depth and breadth of the evidence requirements in MIECHV meant research and practice worked together throughout.

The Administration for Children and Families and the Health Resources Services Administration worked jointly on many aspects of MIECHV implementation that involve research and data. For example, staff from both offices designed (and re-designed) the performance measures over time, and representatives from both offices attended calls with the contractors for projects such as the systematic review and the national MIECHV impact evaluation to ensure the research and practice voices were included.

In another example, staff from both offices developed a learning agenda for building evidence over time for the program as a whole. The learning agenda includes a diverse portfolio of evidence-building activities that answer questions for the program both in the near term and the long term, ranging from descriptive data and research, to capacity building in research, to impact research, to answering the program’s pressing questions.

**EVIDENCE USE**

With an impressive array of existing research, evaluation, and performance information, it would have been a mistake to continue to authorize a program based only on the evidence available. The actions of Congress to encourage a robust portfolio of evidence into MIECHV allowed the program to be designed with learning from evaluation at its core, which will continue to improve the program and its outcomes into the future.

Importantly, and without a doubt, the broad portfolio of evidence available to decision-makers about MIECHV was instrumental in securing the program reauthorization, based on allocation of funding toward interventions that work as well as positive performance information and an ever-growing body of research to validate and improve the models used in the field.
During congressional consideration of the MIECHV program, there was strong bipartisan support from members of Congress for the program. In fact, as other reauthorizations were under consideration (such as the Families First Prevention Services Act), congressional staff used MIECHV as an example of how to construct an evidence-based program. As a result of this strong support, when negotiating the addition of the MIECHV program to the Bipartisan Budget Act of 2018, the "four corners" of leadership—that is, then-Speaker Paul Ryan, Senator Majority Leader Mitch McConnell, then-Minority Leader Nancy Pelosi, and Senate Minority Leader Chuck Schumer—all agreed to include the MIECHV program without asking for anything in return.

The key controversy surrounding the reauthorization of MIECHV in Congress was how to pay for the program’s extension. A five-year extension would cost $400 million per year, and offsetting that cost became the largest source of controversy. Republicans generally wanted to see offsets come from the welfare space; Democrats wanted to see offsets come from outside of the welfare space.

Support for MIECHV was so strong, however, that the offset mix eventually included "pay fors" from two different areas: health and welfare programs. Even within the welfare offsets, evidence played a key role. Congressional negotiators settled on expanding the Reemployment Services and Eligibility Assessments program. The Congressional Budget Office viewed the evidence as strong enough that it even noted the budgetary savings that occurred in other, related programs. This means that the evidence available provided a strong basis for the various congressional actors to perceive it both as worthwhile and able to produce meaningful cost reductions to government expenses in other areas of the budget.

Congressional staff found the additional funding for the program through an offset from the health industry. The health industry has one of the most effective lobbying operations in D.C., and so the support for using offsets within this sector to pay for MIECHV shows the broad, deep, bipartisan support for the MIECHV program.

LESSONS

After implementing MIECHV, the executive branch researchers and program staff learned many lessons about how evidence use and how it impacts program changes. Below is a small handful of lessons learned.

- **Legislative requirements should balance specificity with flexibility.** To support a portfolio of evidence and learning, legislative language needs to both provide parameters for quality and flexibility to adapt to the evidence needs over time. Legislative language can both set a bar for study quality and also, unintentionally, limit how evidence is built over time, which may limit the utility of the evidence.
for policymakers. The statutory language related to the evidence criteria needs to balance specificity of research designs while allowing evidence standards to evolve and grow to follow the state of the field and best practices. Examples include:

1. Legislative language that pre-specifies methods or thresholds for statistical significance does not align with professional best practices.\(^\text{11}\)

2. The requirement to use “peer-reviewed” research, which implies that peer review is a proxy for high-quality research. Unfortunately, much of the peer-reviewed literature may still not meet the quality of the study design and execution required by HomeVEE. In addition, a peer-review requirement can inadvertently prohibit the inclusion of government reports, which can be just as rigorous, or more, than peer-reviewed papers.

3. The MIECHV language uses the word “models,” which constrains the systematic review from including the evidence on other elements of the program that have emerged over time, such as program enhancements, targeted content regarding intimate partner violence, or services using telehealth models. These enhancements also contribute to the overall effectiveness of the program, and the field should know about this evidence base.

• **Interpreting a body of evidence.** Executing a portfolio of evidence and learning agenda means building the capacity of legislative and executive branch employees to understand how to interpret a body of evidence that may not be straightforward. Evaluations often provide mixed findings about outcomes, making definitive declarations a challenge for users. Evaluations often conclude that outcomes and impacts are mixed, including within the same study or across studies. Evidence from a single evaluation—positive, negative, or null—is not sufficient to universally deem a policy or intervention evidence-based. Often multiple studies of models are testing an approach with different populations, outcomes, or locations. A model may have impacts in one study but not in another. The reason for the discrepancy may be due to the model, but it also may be due to other factors. The complexity of the evidence reinforces the importance of a strong partnership between the research and practice staff to make decisions about the use of evidence.

• **Evolving evidence.** The current set of models for home visiting are complex and expensive, which adds to the challenge for decision-makers in deploying the models. This may change over time with further development and innovation. Once deemed evidence-based, models continue to evolve and improve and are not stagnant or set in stone. Federal programs need the flexibility to fund and use a portfolio of evidence to support a learning agenda, including performance measures, descriptive studies, evidence reviews, impact studies, and innovative research. For example, the Health Resources and Services Administration funds the Home Visiting Applied Collaborative to examine whether the methods behind
precision medicine can be applied to home visiting to make models more efficient and effective. While overall home visiting can achieve impacts, researchers need to identify ways to make impacts stronger for the complex set of families served by the programs. This research needs to leverage research designs that get answers to these questions more quickly.

- **Well-executed evidence-based policy can improve outcomes.** Evidence-based policy is a lot more complicated than it seems. Implementing evidence-based policy is not straightforward or easy, and there are many areas of nuance and continued learning. It is like Winston Churchill’s famous quote about democracy being the worst form of government except for all the other forms of government. Evidence-based policy is not perfect, but the more we can start from what’s known, build close partnerships between research and practice, and adopt a culture of curiosity and learning in social services, the better chance we will achieve the outcomes we truly want for children and families.


2. Ibid.


19. SCHOOLHOUSE ROCK

Enhancing Educational Opportunities for Students
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Research only improves education when its lessons are put into practice. For 40 years, the U.S. Department of Education has sought to better understand what works in education and to encourage the use of evidence in educational practice and policymaking. As calls to improve education systems have quickened, the department has begun to explore new ways to accelerate the adoption of evidence-based practices and augment its existing approaches to build evidence. This case study explores a critical lever in that effort: the department’s grant-making portfolio.

Each year, the Education Department invests in education through formula and competitive grant programs that support states, school districts, institutions of higher education, and other entities around the country. Nearly $50 billion is available for education each year from the federal government, excluding student financial aid. That is, on average, about 9 percent of all education funding in the country. Of the amount from the federal government, the department awards about $4 billion per year competitively. These competitively awarded funds are where the Education Department can readily shape how program designs through strategically developed policies that encourage the use of evidence.

**ISSUE BACKGROUND**

Although how best to improve the education system is the subject of considerable national debate, most agree about the importance of doing so. To be sure, there are signs of progress. High school graduation rates are at an all-time high, for example, and many groups of students are going to college at near-historic rates. But there is still work to do. When comparing internationally, students in the United States continue to lag behind their peers abroad in science, reading, and math literacy.
Despite any disagreements about how to best support educational improvement, most policymakers can agree on one point: the funding, personnel, and time to address the challenge are limited. Because the available resources are finite, policymakers and educators need to know as much as possible about what works for students—and then need to use what they’ve learned—to use resources efficiently. Identifying what works in education is no easy feat. Learning is a complex process, as is defining what students ought to know and how to best measure learning. The wide array of contexts in which teaching and learning happen further complicates the process of building evidence, making it hard to know if what is successful with one type of student, one type of educator, or one type of school will apply elsewhere. As a result, studying educational programs, policies, and practices with the most rigorous research and evaluation methods available is critical to the process of discovery and to increase the stock of evidence-based practices that educators can use to meet the needs of today’s diverse learners.

**EVIDENCE AVAILABILITY**

In 2002, Congress passed the No Child Left Behind Act, with the goal that all students would be proficient in math and reading by the end of the 2013-2014 school year. Weeks later, Congress passed the Education Sciences Reform Act of 2002, which established that the department would best meet its mission—improving student achievement and ensuring equal access to educational opportunity—by using research and evaluation to improve educational policy and practice. This law created the Institute of Education Sciences, including the National Center for Education Statistics, the National Centers for Education and Special Education Research, and the National Center for Education Evaluation and Regional Assistance (NCEE). Together, the centers within the Institute of Education Sciences support the creation and use of high-quality, independent, and unbiased evidence that is available to inform practices in education.

NCEE has a unique role in encouraging policymakers, educators, and other stakeholders to use evidence about policies, programs, and practices that improve student achievement. NCEE’s What Works Clearinghouse reviews and synthesizes research about education policies, programs, and practices. The Clearinghouse provides reviews of nearly 11,000 individual studies and 600 distinct interventions. Collectively, these reviews offer assessments of interventions’ potential impact on a range of important educational outcomes as well as the strength of evidence underlying the assessments. Summaries and syntheses are widely available to prospective grantees, district and building leaders, and other stakeholders via the Clearinghouse’s website. These data also are foundational to many of the technical-assistance efforts that NCEE and other offices throughout the department lead.

**EVIDENCE USE**

Today, three distinct efforts come together to support improved education practice and policymaking at the state and district levels. These include the Education Department’s competitive grant program portfolio as a whole, the subset of that portfolio that includes
grants that use tiered-evidence standards to support innovation, and targeted technical assistance to encourage the use of evidence-based practices.

**Competitive grants**

When considering how best to use evidence in the department’s grant competitions, an internal collaboration of experts—program, policy, and budget experts supported by a team of researchers and evaluators—discusses the evidence that supports policy or practice inside a given program area. Consider the case of a program that supports services for students in postsecondary institutions. Is there, for example, a strong sense of effective policies and practices? Does that include a small set of policies and practices, or are there many options for policymakers or educators to consider? Alternatively, are there no, or perhaps only a few, practices to choose from? To address program evidence considerations, expert collaboration over a series of meetings is essential to better understanding the goals of the program and its key mechanisms, relevant policy or budget constraints, what has been learned through prior research, and what questions remain. The result of that discussion informs the parameters of the next year’s grant competition, including program priorities, grantee evidence requirements, and evaluation criteria.

Conversations such as these lead to a greater focus on evidence among both program staff and grantees. For example, almost a third of the department’s new fiscal year 2017 grant competitions included evidence in their design. In our work with grantees, we are exploring how best to support evidence-building, the implementation of evidence-based practices, and taking what is learned from grantees to the broader education community to maximize the department’s impact. Notable examples of this work include collaborations between program offices and NCEE in helping grantees (1) better understand ESSA’s evidence requirements and how to use the What Works Clearinghouse to identify interventions supported by strong and moderate evidence; and (2) develop rigorous plans to evaluate their work through quasi-experimental or experimental methods.

Increasingly, lessons learned from the competitive grant programs influence the department’s work with programs that receive federal grants by formula. States and districts have the flexibility to use federal education funds in support of the evidence-based policies and practices that best meet local needs. To support those efforts and as a result of identifying the need for clearer guidance, the department issued guidance to explain the appropriate use of evidence in education as a resource.

**Tiered evidence grants**

Both the i3 program and the newer Education Innovation and Research program are examples of tiered-evidence grant programs within the department. The purpose of the Education Innovation Research is to support the creation and testing of innovative educational practices and to scale-up those practices that demonstrate evidence of impact through field-initiated grants. Prospective grantees apply for early phase, mid-phase, or expansion grants based on the level of evidence that supports the policy or practice they propose to support with the funding.
Results of the national evaluation of i3 suggest the program largely met its goals of advancing evidence use, scaling effective practice, and building evidence. About three-quarters of the 67 i3 evaluations reviewed by the program’s national evaluator conducted a high-quality, independent impact evaluation. Practices taken to scale were also more likely to be effective (50 percent yielding positive impacts) than those in earlier phases, including validation (40 percent yielding positive impacts) and development (8 percent yielding positive impacts). Taken together, 12 of 67 grants (18 percent) yielded statistically significant positive impacts on student academic achievement. The Education Innovation and Research program and i3 offered the department a series of important lessons, including demonstrating how tiered-evidence programs can be used to support the discovery of promising practices, highlighting interventions for which there is a growing body of evidence of efficacy, and showing how to responsibly use federal resources to support scaling of practices with evidence of effectiveness.

**Technical assistance**

Finally, the department invests in a variety of direct technical-assistance activities to further amplify what it has learned across its portfolio of evidence-building activities. Two notable examples of this work include the Regional Educational Laboratories and the Comprehensive Centers. Each year, these organizations work with thousands of education stakeholders across the United States, its territories, and freely associated states to bring evidence to bear as leaders work to solve local problems of policy and practice. The work of the Regional Educational Laboratories program emphasizes applied research and building educators’ and policymakers’ capacity to understand and make use of data and evidence. In fiscal year 2018, the Regional Educational Laboratories hosted hundreds of public events, trainings, and coaching activities for state and local educators and policymakers focused on the design, evaluation, or implementation of evidence-based practices spanning prekindergarten to postsecondary education. The Comprehensive Centers emphasize building the human and organizational capacity of state education agencies to design and implement policy related to ESSA through training and technical assistance.

**LESSONS**

As the department has increasingly used its grant portfolio to encourage evidence-building and use, it has identified several lessons that may be relevant to those who seek to do the same.

- **Promotion of collaboration is critical.** It is critical to support staff across the organization and promote collaboration. Evaluators and researchers benefit from learning more about the contexts and constraints that programs face. Similarly, program staff members benefit when they learn more about how evidence can inform program design and get more engaged with the evidence-building process.
The department’s work to develop and use evidence through its discretionary grant portfolio depends on experts with diverse perspectives. The type of competition planning we describe above regularly include program staff, policy leadership, program attorneys, and budget analysts, in addition to advance consultation with evaluation experts.

- **Partnerships for technical expertise and capacity can yield benefits.** The Institute of Education Sciences, an independent agency within the department, is a unique resource that provides a critical perspective as the department sets policy, designs programs, and makes meaning of available data and research. Partnerships between the Institute of Education Sciences and the policy and program offices in the Education Department hold significant potential benefits for the field. Evaluators have an important role to play in building evidence through grantmaking. IES staff advises colleagues from across the department on how rigorous, project-level evaluations can be conducted and supported.

- **Learning from grantees’ efforts to use and build evidence is ongoing.** Understanding and supporting the most important step—how evidence becomes a part of the approaches used by teachers, school leaders, non-profits, and institutions—is complex. Staff across the department work together to learn from grantees that have committed to using evidence in their programs and to building evidence through their activities. The department values the partnership of the teachers, administrators, and innovators who are asking tough questions, striving for results, and serving students in ways that have the best chance of improving their lives.

---

20. ENTERING THE EVIDENCE PROMISED LAND

Making the Evidence Act a Law
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The evidence ecosystem related to government activities involves multiple actors and many individuals. The American public—including individuals and organizations—often willingly provide data to government to support analyses. Researchers, statisticians, and evaluators produce evidence that is relevant and useful for policymakers. Policy analysts and knowledge intermediaries configure information to make it useful and timely for decisions at hand. Public administrators, government decision-makers, appointed officials, and elected leaders all serve in capacities to potentially use evidence.

But there are points at which the ecosystem functions less efficiently—leading government decision-makers to not have timely, relevant, credible evidence available when making decisions. This recognition by two members of Congress—Paul Ryan and Patty Murray—led to the creation of the U.S. Commission on Evidence-Based Policymaking. The unanimous recommendations from the commission addressed themes related to the supply of evidence as well as processes to facilitate meaningful use.

The commission’s work itself was an example of how the demand for evidence directly relates to the supply of evidence, leading to use. The commission collected data, analyzed the information, made decisions, then presented the information to Congress and the president in The Promise of Evidence-Based Policymaking. The result: a monumental law called the Foundations for Evidence-Based Policymaking Act of 2018 (Evidence Act).¹

ISSUE BACKGROUND

Amid a government shutdown in 2012, while Rep. Ryan and Sen. Murray were serving as the lead budget negotiators in the House of Representatives and U.S. Senate, respectively, the duo came to a bipartisan agreement on many issues. One key issue was their interest in knowing
more about how programs operate, what strategies are most effective in implementing
government operations, and how to go about assuring the American public that the
government is using their taxpayer funds prudently.

Ryan and Murray jointly recognized that government collects a lot of data, largely through
the course of implementing activities but also through survey collections and other
instruments. However, these data are not always brought to bear in meeting the needs of
decision-makers. Ryan and Murray agreed there was a need to develop a strategy to more
effectively use government data. Together, over the next several years, they refined the idea
to create a bipartisan commission of experts to figure out a better way. The legislation that
the two filed in 2014 took several years to work through Congress, but then-President Barack
Obama signed it into law in 2016.2

The very creation of the Evidence Commission was a clear signal about the growing
prominence of the evidence movement in the United States. The law was a declaration from
members of Congress about the presence of modern barriers to data access and use that
inhibit evidence-building activities. But when the commission was established, the law gave
it explicit direction about how to undertake its work as well as a very detailed charge about
questions that Congress and the president wanted addressed.

The law established that the 15-member commission would include political appointees from
Republicans and Democrats in Congress, as well as the president. It also required that five of
these appointees have expertise in privacy issues. The final membership of the commission
represented a wide range of backgrounds, including former heads of the Census Bureau and
the Bureau of Labor Statistics, the chief statistician of the United States, former program
administrators, past members of the White House Council of Economic Advisors, government
privacy experts, and former congressional staffers. The commission members came from a
range of academic disciplines, including economics, law, statistics, evaluation, psychology,
accounting, and computer science.

President Obama tapped Katharine Abraham as chair. She joined with incredible experience
as a former commissioner of the Bureau of Labor Statistics and a member of the Council of
Economic Advisors. Ryan, then the House Speaker, selected Ron Haskins as co-chair. He had
just completed a book on evidence-based policymaking and was a long-time champion of
better evaluating government programs. Together Abraham and Haskins hired a support staff
that offered additional expertise about government operations, including the disciplines of
program evaluation, economics, statistics, survey methodology, privacy, library science, and
public administration. The commission’s co-chairs laid out a masterful strategy for rapidly
addressing their charge, while developing a new body of evidence and applying that evidence
to the commission’s decision process. The 15-month process from the commission’s first
meeting to final report culminated in a set of unanimous findings and recommendations,
which Congress then had to determine how to act upon.
EVIDENCE AVAILABILITY

When the commission initiated its work, it had limited resources and limited accessible compilations of useful evidence on which to frame decisions. The co-chairs and staff quickly laid out a fact-finding and research strategy to address the 16 overarching questions that Congress and the president had requested answers to.

As a starting point, the staff of the White House’s Office of Management and Budget (OMB) coordinated with federal agencies to produce a series of five framing memoranda to set the stage for issues the White House hoped the commission would address. The memos broadly explained OMB’s views about the state of evidence issues in government, examples of using administrative records for building evidence, a list of barriers to accessing and using government data, perspectives about privacy and confidentiality issues, and a partial inventory of government datasets.3

Even with the 80 pages of detailed memoranda from OMB, the commission members had much to learn. The commissioners and staff embarked on a fact-finding process to ensure evidence was available to inform key decisions. The fact-finding process involved (1) a survey of federal agencies; (2) qualitative information gathered from public hearings, meetings with expert testimony, and solicitation of written public comments; and (3) additional agency, commissioner, and staff research.4

Commission survey of federal offices

With the support of a staff survey methodologist and experts from among the commission members, the commission developed, tested, and launched a survey of 209 federal agency units involved in evidence-building activities. They designed the organizational-level survey to gather a range of information about activities underway in government, perceived barriers and limitations to engaging in the work more fully, resource allocations, and capabilities for using evidence in decision-making processes.5 The survey identified that more than half of responding units noted that legal limits pose substantial barriers to using data for their activities, including nearly all principal statistical agencies and evaluation units that responded. Nearly one-quarter of respondents noted that income and earnings data were especially challenging to access because of limits on data sharing.

The survey also provided insights about whether and how government agencies and offices provide data access to researchers. The survey identified that all principal statistical agencies allow external researchers to access data, though a relatively low share of the rest of responding units do the same. This suggested that agencies with administrative records often did not have formal processes for managing or providing access. The survey also presented a host of other issues, including constraints around resources and capacity to manage data-sharing activities, limits about documentation for existing data, funding allocations for evidence-building activities, challenges hiring a skilled workforce, and negative implications of existing processes for procurement and certain data-collection approvals.
Evidence from expert witnesses and public input

In addition to the survey, the commission hosted seven public meetings with nearly 50 invited expert witnesses on topics including privacy, international approaches to data management, legal standards for data security, and evaluation. The commission also hosted three public hearings with nearly 40 other witnesses and received more than 350 public responses to a request published in the Federal Register.

The commission transformed 2,000 pages of information gathered throughout the fact-finding and learning processes into evidence, as commission staff coded and analyzed the qualitative information to determine central themes. This body of evidence led to identifying issues for the commission related to government’s capacity to generate and use evidence, including for formal program evaluation, as well as about lessons and models that could generalize broadly to the federal government.

Other research evidence

The commission members also had access to a range of information compiled as it proceeded in fact-finding. For example, Speaker Ryan’s office asked the Congressional Research Service to prepare a study of recommendations from prior relevant commissions and to study various statistical laws. Commission staff also studied findings from related committees in the past. Commission staff explored additional data access and privacy issues on the commissioners’ behalf, including strategies for encouraging collaboration and co-production of research that might facilitate use. They identified relevant research and considered studies suggested by expert witnesses.

As the fact-gathering phase concluded, the commission members and staff needed to make sense of the vast amount of information collected. The process of sense-making involved hours of dialogues between commissioners and staff. Notably, commissioners also had access to information and evidence from their various disciplines, careers, and experiences to inform, frame, and add context to understanding and using the compiled body of evidence. The process was iterative and fluid, sometimes leading to requests for new research from staff or federal agencies.

Evidence Use

As the process of sense-making unfolded over the summer of 2017, the commission staff developed a series of 12 decision memoranda for commissioners. While staff conducted the initial drafting and compilation of materials, the individual voting members of the commission also provided input on all the memos.

Developing the commission’s recommendations

Subgroups of commissioners formed to contribute to the synthesis of materials in the complex, multifaceted process. Each group focused on a different set of issues related to privacy, data access, or government’s capacity to use data. These subgroups played an important role in the
commission’s ultimate use of the compiled information, as each decision memorandum included suggested recommendations the commission could offer in its final report. The sub-groups of commissioners, applying their perspectives and expertise in conjunction with the collected information and evidence, framed and modified recommendations accordingly to address the questions Congress posed to the commission.

After the sub-group reached an agreement or provided input, it presented and discussed each decision memorandum with all commission members during formal meetings. During these meetings, staff and commissioners both presented information. In several critical instances, the commissioners who had served on sub-groups also served in the role of presenting to other members, relying on their expertise and credibility in offering the recommendations to the group. Each of these presentations and dialogues allowed commissioners to probe, reflect, and even redirect when necessary about interpreting the available evidence as well as translating that information into recommendations.

The decision memoranda process and formal meetings of commissioners produced more than 100 potential recommendations for consideration in a final report. The commissioners collectively decided during one meeting that this would simply be too much material to provide publicly if the goal was to elicit meaningful change. The commission grouped, consolidated, and modified the recommendations to reduce the list to 20 recommendations, which served as the foundation for writing the commission’s final report and summarizing key findings.

Through the process of deliberating on the text of the findings, recommendations, and final report chapters, commissioners added additional recommendations. And as the commission members achieved more clarity in message and goals, they further modified other recommendations. A collaborative decision-making process was underway. The co-chairs set an objective to reach unanimity on the report, even though the commission was not required to do so. This goal necessitated last-minute edits and agreement among commissioners to reach complete unanimity. Clearly it was a step in which commissioners negotiated, conceded, and agreed on various points down to every single word in the recommendations—including two new recommendations added in the late stages of the deliberations.

At the end of the process, the commissioners were unanimous in their findings and recommendations. The evidence developed throughout the commission’s fact-finding process was front and center in the final report, presented to Congress and President Donald Trump in September 2017. The recommendations from the Evidence Commission were, in fact, based on evidence. They focused on strategies to improve access to data, to strengthen privacy protections, and to enhance government’s capacity for evidence-based policymaking.

The commission recommendations leaned in on enabling the production of valid and reliable evidence, promoting a new statistical agency to securely and temporarily link data, changing laws to enable certain types of data uses, and building mechanisms to ensure confidentiality of data subjects when data files or results are made public. It also offered strategies for encouraging the use of evidence by decision-makers. One recommendation included developing a chief evaluation officer position to provide a senior leader to promote production
and use of evaluations, as well as creation of learning agendas in agencies to provide signals to senior leaders and researchers about what knowledge gaps are most critical to address in future decisions. The commission also recommended the establishment of senior leadership positions to focus on data policy, a role that would later be called chief data officers.

But the commission only had the legal authority to make recommendations. It could not change laws or policies, just make suggestions to Congress and the president. Thus, any resulting change to laws or regulations would require action from Congress or the executive branch agencies. This reality led to the creation of the Bipartisan Policy Center’s (BPC) Evidence-Based Policymaking Initiative, an effort to continue the discourse about the commission’s recommendations even after the commission no longer existed.²⁸

**Creating the Evidence Act**

The Evidence Commission’s whole focus had been on enabling the supply of useful evidence for decision-makers to use. While most of the recommendations focused on production, there were also recommendations that encouraged the use of evidence.

House Speaker Ryan and Senator Murray participated in an event announcing the commission’s unanimous recommendations. They personally applauded the unanimity of the report as well as the reasonable solutions presented to the identified challenges. Practically speaking, the unanimity offered credibility for the recommendations and a means for guarding against political backlash when advancing the recommendations.

The House Committee on Oversight and Government Reform invited four commissioners, including the co-chairs, to testify about the recommendations. Nearly all of the committee members attended the hours-long dialogue about what the commission found and what the findings meant. The hearing had the effect of building trust in the commissioners and the collective product they developed, as well as raising public awareness of the issues addressed by the commission. Members of Congress asked questions and had a dialogue directly about the substance of the report and gauged the expertise and credibility of those who had prepared it. Bringing the evidence from the commission and the commissioners’ expertise to the public limelight also offered members of Congress the ability to gauge reactions from constituents, assessing the political viability of the recommendations offered but in a nonthreatening way and ahead of any formal legislation or votes. Both before and after the hearing, commission staff, and later BPC staff, briefed numerous congressional committees and member offices on a bipartisan basis.

Behind the scenes, congressional staff were in frequent contact with commissioners, the commission’s staff, and BPC staff to develop a legislative proposal that incorporated some of the recommendations. Ryan and Murray wanted to file legislation quickly, which meant the recommendations included in the legislation needed to be carefully selected based on political goals and consensus-based processes. Through discussions with commission staff, Ryan and Murray staff, and committee staff, a set of recommendations was selected and prioritized for inclusion—recommendations that offered immediate progress on the commission’s vision while
also avoiding difficult political choices. Thus, even while the recommendations were unanimous across party lines in the commission, political feasibility was still a factor in determining which recommendations to incorporate in legislation. The timeline also necessitated choosing recommendations perceived as less controversial and easier to do, recognizing the commission had provided a menu of potential recommendations to choose from.

The commission also worked closely with congressional staff to confidentially develop a legislative proposal, including translating the commission recommendations into statutory language. In some cases, this required creativity and in other cases legal consultation because the commission optimized the recommendations for lay accessibility but not legalese.

As a result of this process and collaboration between the congressional staff and the commission staff, and then BPC’s evidence team, in October 2017 Ryan and Murray jointly filed the Foundations for Evidence-Based Policymaking in the House and Senate. Their announcement of the proposed legislation directly referenced the evidence compiled by the commission.

**Enactment of the Evidence Act**

Within weeks of filing the legislation in the House and Senate, the congressional committee voted unanimously to advance the legislation to the full House. A committee report explaining the nuances of the proposed bill and its substance leaned almost exclusively on the evidence from the commission, as well as supporting references from the Government Accountability Office. Shortly after the committee approved the bill, the full House of Representatives approved the legislation without a single opposition vote.

After rapidly passing the House, the legislation moved on a slower track through the Senate. In many ways, the plan to continue the commission’s activities at BPC was most critical for this stage as it offered continued expertise on the legislation and ensured key commissioners remained involved in weighing potential changes to the law. One goal for the work at BPC was to ensure the legislation retained fidelity to the commission’s recommendations; ensuring ongoing participation of the former commission co-chairs and a former commissioner was an essential aspect of this stage. This was particularly the case because policymakers premised the legislation itself on using the Evidence Commission’s report as its key rationale. Thus, alignment was essential for political viability as well as garnering support from the data, science, evaluation, and privacy communities.

Maintaining involvement of the commission perspective was a key part of BPC’s evidence team throughout 2018. Expertise and advice on the legislation emerged in various forms. Publicly, a series of editorials in newspapers aimed to keep attention on the importance and bipartisan nature of the proposed legislation. BPC’s staff coordinated a statement from former heads of federal statistical agencies to also lend additional credibility to the commission’s recommendations and report, particularly with regard to confidentiality protections. BPC staff also offered informal assistance to countless other stakeholders in educating constituencies about the commission’s report and the legislation through briefings, statements, and events.
BPC staff and former commissioners also frequently participated in dialogues about the legislation with congressional members and staff. The effects of some of these discussions could also be seen publicly, as some lines of inquiry resulted in the production of public technical papers to explain core concepts and how they applied in certain circumstances. For example, related to executive performance management activities, the relationship between evaluation officers and data officers, modern confidentiality protections related to data sharing, and a detailed understanding of data-sharing barriers. Behind the scenes, BPC’s evidence team offered extensive technical assistance related to the sponsors’ goal of fidelity to the commission recommendations.

Countless other organizations also played a role in either advocating for the commission recommendations or advancing the legislation. The American Evaluation Association and Results for America encouraged attention on program evaluation (Title 1), the Data Coalition championed the OPEN Government Data Act (Title 2), the American Statistical Association encouraged passage of the Confidential Information Protection and Statistical Efficiency Act (Title 3), just to name a few.

In parallel with Senate consideration of the Evidence Act, the Trump administration announced various activities to advance some of the commission recommendations without waiting for congressional action. The president’s reorganization proposal from 2018 announced an intent to have agencies create evaluation officers and develop learning agendas. The President’s Management Agenda also announced the creation of a new Federal Data Strategy to incorporate yet still other Evidence Commission recommendations. Both proposals referenced the commission’s work and report.

One political issue that arose during the deliberations on the Evidence Act in the Senate was a question of whether the administration would support the legislation as drafted. Recognizing that the administration had already announced some policies consistent with the bill, BPC staff coordinated educational briefings on evaluation and the Federal Data Strategy with congressional staff to maintain alignment to the concepts—including to highlight common uses of evidence related to a reliance on the findings from the Evidence Commission.

In late 2018, as the session of Congress quickly neared a conclusion and with Speaker Ryan preparing to retire from the House, renewed political urgency emerged to prod dialogues about enactment of the Evidence Act. A series of rapid, nonpublic deliberations and negotiations occurred among a handful of key members of Congress and their staffs, resulting in modest revisions to the proposed legislation. But, in December 2018, following dozens of briefings, numerous versions of the legislative text, and lively discussions about scope, framing, and intent, the legislation unanimously passed the Senate and received final passage in the House with overwhelming bipartisan support. In the weeks that followed, President Trump signed the Evidence Act, enacting the bill into law.

In addition to establishing new leadership positions to encourage evaluation activities and the use of data, the law directs agencies to make their data open by default. This means that the expectation is now that to the extent possible agencies create publicly accessible datasets.
Agencies also must document what data they collect and manage, improve privacy protections by better managing risks, and take steps to protect public trust in data and statistics. One particularly valuable provision of the law enables improved access to administrative, operational data for generating statistics in privacy-protective ways. The law also directs agencies to establish many of the core features of basic program evaluation capacity, including written policies and a supporting workforce for conducting evaluations of programs and policies.

As the work proceeds to implement the Evidence Act, it will persist as not only a set of changes to federal law that promote evidence-based policymaking but also as a model process for how evidence can be formulated and used in decision-making. In the months following enactment, the Trump administration continued to promote effective implementation of the new law in its budget proposal to Congress.\textsuperscript{23} While the law exists, and the administration actions suggest support, the real test of its effectiveness will come in the years ahead—and that too should be subject to evaluation.

**LESSONS**

- **Decision-making processes were nonlinear.** While public policy and political science training often teaches students about a linear model for public policy and decision-making, the commission’s decision framework to develop its findings and recommendations followed a different trajectory. The commission’s decision-making process was iterative, multifaceted, dynamic, and nonlinear. But commission members were nonetheless committed to the process and motivated by a recognized need to have reliable evidence on which to base their decisions. Similarly, the decision-making process for advancing the legislation did not follow the classic model.

- **Unanimous recommendations set the stage for improved credibility.** The process undertaken by the commission in fact-finding and developing its recommendations maximized political credibility for future action by striving for unanimity, even though the commission was not required to do so. Those recommendations, paired with the technical credentials of the members of the commission, provided policymakers firm ground to stand on when looking for a defensible basis for proposing and supporting subsequent legislation, the Evidence Act. Without unanimity, while unclear what would have happened, it is likely political support for the law would have been more challenging to achieve on both sides of the aisle.
• **Evidence only provided part of the answer for policymakers.** In developing the legislation, framed by the Evidence Commission’s report, lawmakers and their staffs still had to determine how to transfer the recommendations into statutory language. This required insights into how the recommendations could translate and typically required the support of intermediaries to assess the fidelity to the commission’s intent. Commissioners, commission staff, and BPC staff served as intermediaries to help convey intent, meaning, and purpose to congressional staff.

• **Motivated leadership was key.** The presence of motivated and engaged leaders allowed the commission to come to fruition, led to the unanimous recommendations, and culminated in how the final legislation emerged as enacted law. Paul Ryan and Patty Murray provided senior political leadership throughout the process and stayed engaged as the commission undertook its work, as did their staffs. The commission co-chairs, Katharine Abraham and Ron Haskins, offered technical leadership to produce a report useful to policymakers, but they also ensured the commission’s process was itself a model for evidence-based policymaking activities.

---


4. Appendix C of the commission’s final report describes the process; supplemental online materials are also available in Appendices E-H. See: U.S. Commission on Evidence-Based Policymaking. *The Promise of Evidence-Based Policymaking: Report of the Commission on Evidence-Based Policymaking.* U.S. Commission on Evidence-Based Policymaking, 2017.


6. Ibid, Appendix H.
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We set out to develop a series of cases to explore how evidence informed policymaking and to explain how those uses occurred. *Evidence Works* includes 20 success stories that each offer a unique narrative. Taken together, the cases reveal a great deal about how society and decision-makers go about using evidence in real-world policy settings.

As alluded to in the introduction, the case studies suggest use is complex, multifaceted, iterative, and constantly evolving. There is no single approach or solution that universally encourages or facilitates use for all types of issues or questions. In some situations, uses were confounding, if not bewildering.

Perhaps the most common realization in producing *Evidence Works* is the frequency and tendency to focus on describing the available research evidence, followed by explaining what the policy action was without explicating how use occurred. This sometimes happened when describing the organization as the user, not the individual actors. In other cases, the explanation of how use occurred lacked the context or integration with other factors that affected a decision.

It turns out, the heart of evidence use was not only the hardest component to explain in the case studies but also a characteristic of the narrative that many overlook when retelling stories about policymaking. There are likely many reasons for this, including (1) a lack of general awareness about what use is and how to do it, even in the policymaking community; (2) the variety of perspectives about the different types of uses; and (3) the various perspectives about what constitutes evidence available for use. In developing the case studies, these reasons periodically emerged, suggesting a need for continued dialogue and education about different aspects of how evidence-based policymaking occurs.

Describing the challenges of evidence use (and especially how use manifests) is not a critique of those who generously offered to share their perspectives for this volume. However, it is a reality. In order to encourage others to tell their stories and better build theories or research about use, researchers and policymakers must overcome this critical challenge. Indeed, the authors who contributed to this volume overcame it, in some cases with extended dialogue, consultation, and reflection.

**INSIGHTS ABOUT EVIDENCE USE**

Beyond the overarching challenge of talking about evidence use, we also learned an incredible amount in the course of compiling, developing, and delving into the cases. Here are the key lessons:

1. **Leadership comes in many forms; its presence is essential.**

   Motivated leadership was instrumental in facilitating use in every single case. But how that leadership presented itself was deeply varied, as were the incentives and knowledge about research approaches for key leaders. Sometimes leadership was both obvious and intuitive,
such as for the administrative and regulatory actions described in Cases 5 through 12. These examples of actions undertaken in the fields of child support, early childhood development, energy assistance, and other areas likely offered clearer indications of leadership due to a hierarchical infrastructure in the executive branch with apparent choice points and decision architecture. In the legislative context, however, leadership was complicated by the number of decision-makers and the brokering process for reaching decisions. Cases 1 through 4 and Case 20 offer multiple instances where congressional leaders emerged as the champions or sponsors of legislation, though the uses of evidence often fell to support staff and others to provide advice or counsel to voting members of Congress.

2. Evidence use happens at both an organizational and individual level; both affect culture.

There are multiple dimensions to policymaking and, thus, multiple levels at which evidence use happens. One dimension is the individual actors. Behind every decision is a person or group of people who must interpret, construe, and judge the information and evidence presented on given issues. These decisions also reflect organizational interests and may, as is the case of Congress, reflect a more collaborative decision-making process that results in an organizational action.

Acknowledging the role of both levels for decision-making offers important implications for ensuring the capacity to facilitate effective uses. For example, experts can train and educate individuals about how to be effective users with knowledge about judging validity, credibility, and reliability of evidence as time and resources allow. Organizations, in contrast, can embody processes and a larger culture that can induce or promote effective use.

3. Partnerships, co-production, and collaboration present clear benefits.

Countless cases expressly involved evidence produced and used through a strategic partnership. Food safety improvements in King County, Seattle, occurred after a government agency brought in researchers to work alongside staff to develop more insights about a policy. The District of Columbia used a research lab to facilitate a stakeholder-informed process to develop insights about key aspects of the body camera program in the police force. In the disability insurance reforms, agency staff worked with congressional and White House staff to provide requested information. These cases, and others, highlight that when researchers generate evidence alongside the potential users, the evidence can be calibrated to address the questions that will be most useful to answer.

Other partnerships emerged in the form of interagency collaboration. The work between the Housing Department and the National Center for Health Statistics offers insights about the benefits of combining data from different sources, recognizing the potential power of consolidated insights and analytical capabilities.
These partnerships can also offer another key benefit, fostering consensus and agreement about what the evidence means. The Commission on Evidence-Based Policymaking’s unanimous decisions were instrumental in securing passage and bipartisan support for the eventual legislative action. The broad support for the Earned Income Tax Credit and a host of proposals for potential expansions reflect a consensus about the effects of the policy in reducing poverty in the country. The collaborative process with stakeholders and state governments to develop insights about environmental contamination from old gas stations contributed to relatively rapid change in longstanding environmental policies. The list goes on through many more cases, suggesting that partnerships offer a potential path for productively creating useful evidence that is then used.

4. A supply of evidence is necessary, but not sufficient to facilitate use.

While using evidence in policymaking is the theme of this volume, it is also apparent that policymakers cannot use evidence that does not exist. Multiple cases identified the need for more and better evidence. But even in the cases where robust evidence did exist, the presence alone was not enough to facilitate use. In practice, mere availability is insufficient for use to occur, which might raise questions about the practical implications of “dissemination” of evaluation reports and policy research on government clearinghouses or websites. Cases 17 through 19 highlight this point well: the teen pregnancy prevention, education, and home visiting initiatives all included components of providing assistance and sharing knowledge about relevant and useful policies and practices. Similarly, the story about the Foundations for Evidence-Based Policymaking Act in Case 20 explains the role of intermediaries and knowledge brokers in relaying and translating key concepts into policy actions through briefings and technical advice. In other words, the activities to enable use did not cease when a report providing evidence was published.

In addition, multiple cases suggest that uses proliferate when a range of evidence is available to answer varied questions—or when new insights develop rapidly to address evolving questions from policymakers. In the disability insurance reforms, a federal agency was on tap to rapidly provide new analyses to answer evolving questions. In the reforms about energy assistance, policymakers applied a broad range of descriptive statistics, trend analysis, and survey analyses to other policy-relevant information in order to develop program reforms. For the workforce reforms, cost information about interventions and implementation knowledge contributed to modifying workforce training. Rarely did the evidence come from a single study. This suggests that users must pay attention to resources and apply a range of information types and analytical methods to develop useful insights that truly respond to the full spectrum of informational needs in policymaking.

5. Ease of production can address perceived barriers to use.

There is no doubt based on the case studies that the ease of evidence production does matter for whether and how evidence is used. The cases highlight areas where policymakers could, in fact, successfully encourage generating evidence using a range of methods and
approaches. Some cases used confidential administrative records, like for Social Security reforms, child welfare, and health in public housing analyses. Other cases relied on publicly available open data, such as the energy assistance reforms, or non-sensitive yet restricted data, such as about the nutrition cost efficiencies.

In all of these cases, data were readily accessible and available for use by analysts and presented to decision-makers. If policymakers or analysts had perceived data and ensuing analyses could not be available within the time frame and context needed, it is likely they would not have waited or asked about the evidence.

This insight suggests that attention to reducing barriers to data collection and data access can offer meaningful benefits to the availability of evidence and to perceptions about barriers to evidence use. It also suggests that developing effective mechanisms for policymakers and data experts to have a dialogue about potential questions, needs, and goals could result in ensuring the evidence needed is available. This is particularly evident when data issues underlie the delay in producing evidence.

6. Politics is an inevitable and necessary attribute of use.

While some may perceive the use of evidence to be a technocratic or apolitical activity, in reality, it is inherently political. In the cases here, politics was often a necessary characteristic for use to occur. Politics appeared most clearly around congressional decision-making, though it also related to the Earned Income Tax Credit, workforce training reforms, child support regulation, energy assistance programs, and even to how policymakers in Washington, D.C., interpreted and used information from the body camera study.

Using evidence in these political circumstances required the actors to weigh multiple factors about use, including political goals, potential critiques, and funding availability. The disability insurance reforms highlight the role of political values and philosophies in framing how policymakers reach decisions. One strategy, as in the body camera case, was to plan ahead for critiques, including politically charged critiques, which researchers can mitigate by promoting transparency and involving stakeholders early in the process of building evidence.

Alleged evidence “misuse” is also a concept that emerged in several cases, typically described as a result of political motivations. But misuse in one person’s views may be a legitimate use for another. Some experts characterized the teen pregnancy prevention funding decisions as a misuse of evidence because an executive decision allegedly had a political philosophy that did not value the program or reach the same interpretation of the body of evidence. These types of claims demonstrate the reality of how evidence use invariably depends on values, training, and interpretation of the information available. They also suggest a political use aimed at either defending or undermining program activities, based on other values and inputs that decision-makers may normatively apply on top of evidence.
7. Success leads to more success.

Numerous cases showed that successful evidence use led to other engagements and uses for individuals participating in the program. The food safety case identified county officials who wanted further evaluations to learn more. The same occurred in Tennessee’s education programs and the Community Response Program in Colorado, where initial evaluations provided further insights. This may, in part, be a realization from decision-makers that when the information presented does not conform to initial expectations, they may have still more questions to address. It may also be a reflection of policymakers’ practical goals to reduce uncertainty for decisions, even planning for future reductions of uncertainty at the point in time when the first decision is made based on emergent realizations that available evidence cannot be perfect or address all decision needs.

The cases do clearly suggest that decisions will likely move forward, even in the face of uncertainty or if ideal evidence is not available. Given this, as policymakers experience using more evidence in the decision framework, they can learn and adapt their decision approaches, promote organizational changes for continuous improvement, encourage staff infrastructure for evidence-based policymaking, and ultimately usher in the cultural changes that accommodate improved evidence use.

One natural suggestion is to design programs with evidence use in mind, as was the case for teen pregnancy prevention, home visiting, education programs, and Tennessee’s literacy program, among others. These program designs motivate culture change within organizations and among stakeholders or grantees to plan for more effective evidence use.

MOVING FORWARD

Taking these lessons together, it’s clear that using evidence is a challenging endeavor. But it is also an endeavor that is within reach. At the federal level, reforms enacted in early 2019 suggest some policies and practices in government may be successful in inciting more widespread and effective evidence use in the future. Notably, none of the case studies described in this volume benefited from the law, because each offers a policy narrative before enactment.

The Foundations for Evidence-Based Policymaking Act requires agencies to establish certain leadership positions, specifically to encourage data use and conduct program evaluation. If both the chief data officers and evaluation officers are successful in leveraging the full potential of the law, leaders in federal agencies could have natural champions for prompting organizational culture change with the goal of making more useful evidence available for use. These leaders will have to develop evaluation policies, make data more accessible, and encourage improved data analytics about government policies.

One promising approach that builds on the lessons learned and that is included in the Evidence Act is the development of multiyear learning agendas. By policymakers and stakeholders working collaboratively to identify informational needs and gaps, co-production
of evidence is possible. If successful, the learning agendas could promote improved perceptions of credibility, relevance, and, ultimately, the usefulness of research evidence in federal agencies. Only after implementation of the law will policymakers be able to assess whether this happened as intended, a fitting follow-up about a law on evidence-based policymaking. In order to effectively evaluate the approach, it’s important to monitor implementation of these approaches to learn and adapt in the future.

The cases also offer valuable insights about targeted strategies for promoting and encouraging the use of evidence. Policymakers should identify and motivate leaders to both produce and use evidence. This may require the creation of incentives, such as recognizing leaders affirmatively who achieve laudable uses or seeking commitments when political appointees assume their posts about their support for using research evidence. Agencies in government and non-governmental actors can also pursue partnerships that facilitate knowledge sharing and the co-production of relevant and timely insights. Finally, members of the evidence community must not let gaps or limits in existing capacity and infrastructure discourage them. Changing cultures takes time and repeated efforts, but with continued interest and enthusiasm leaders can continue to build policies that use evidence in the real world.

While we learned a great deal developing *Evidence Works*, the included cases are not intended to offer the perfect strategy or approaches that will apply across-the-board. But the cases do highlight ways that evidence is useful to policymaking. Hopefully, the cases can be applied, discussed, and expanded in the future.

We encourage decision-makers to share their stories of meaningful evidence use in policymaking. The field needs more cases to extend existing theories and to better understand how to facilitate and encourage use. Please help us—and the evidence-based policymaking movement—by sharing your successes so we can continue to learn and continuously improve.

When evidence informs actions, it can produce improved decisions, reasoned policies, and fulfilled goals. When it comes to a common-sense strategy for making government more effective and creating a better society, evidence works.

All across society people use information to make good decisions. Policymakers and elected officials must be held to the same standard and engage in evidence-based policymaking. Today, there are a great many success stories about how evidence informs policy. Evidence Works presents a collection of case studies that highlight the many approaches to using evidence, the different types of information that can be relevant, and the challenges faced in the real world. But one thing is clear—society benefits when policymakers use research evidence to make good decisions.