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The rise of artificial intelligence (AI) will change the nature of financial services. Policymakers are starting to pay attention and think of ways to adapt policy. Integrating AI into the financial services sector will raise numerous challenges, requiring thoughtful assessment and flexibility as the technology evolves.

AI IN FINANCE

One model for thinking about the newest wave of AI is that of a prediction machine. AI uses data to make predictions. For example, an algorithm takes medical data to predict the likelihood that a patient will have a heart attack.

AI has seen tremendous advances in recent years that have helped lower the cost and increased the accuracy of predictions. These advances have made AI more practical for business purposes in a range of industries including financial services. For instance, AI can be used for detecting credit card fraud, underwriting risk, and marketing products. These applications, if done responsibly, can improve living standards and help underserved communities better access financial services.

However, AI should not be overhyped.

For example, AI is still reliant on data, so data flaws and limitations can hamper its effectiveness. AI does not substitute for human judgement in many matters either. For instance, a financial regulator still must decide what trade-offs to accept, such as whether to focus more on reducing risk or promoting innovation.

CHALLENGES

There are challenges to adapting AI in finance that need to be managed. These
challenges are often immune to simple policy solutions and sometimes require accepting difficult tradeoffs, such as striking the right balance between privacy and accuracy. Several of these challenges include:

- **Algorithmic bias:** A common misconception is that AI will be free from bias (unless the bias is deliberately hardcoded), which suggests AI could help end discrimination against protected groups. Unfortunately, this is not necessarily correct. AI can suffer from biases based on the data fed into it and design flaws that introduce (conscious or subconscious) biases of its creators. For instance, a bank that unwittingly feeds biased historical data on credit decisions to an AI will have a biased algorithm.

- **Privacy:** AI needs data to make predictions, but this raises questions about what data should be collected. More data can help improve an algorithm’s predictions, but it can also intrude on people’s privacy. For instance, more detailed information about an individual’s purchasing habits could help improve fraud detection, but that person might not want certain information collected about their payments for medications.

- **Consumer protection:** AI raises new consumer protection concerns. For instance, an AI that is not properly designed may in effect predict that a person is prone to being duped, and target them with deceptive ads for costly and ineffective products. On the flipside, regulators might use AI to detect abuse and deception to help better tailor their regulatory efforts.

- **Overreliance:** Legendary investor Warren Buffett has said, “Beware of geeks bearing formulas.” Many of the most spectacular blowups in finance have resulted from overreliance and misunderstanding the limits to mathematical modeling. The use of AI (which relies on mathematical modeling) is no different. AI is only as good as the data fed into it, so bad data or an unexpected event, which the AI does not have any data for, could cause its predictions to be grossly inaccurate. Not being aware of these limitations could lead to unexpected problems without proper safeguards.
• **Gaming risk**: AI can be gamed. If people know their past behavior is being used to make predictions about how they will behave in the future, they may change their behavior. For instance, a study analyzed the database from an e-commerce site and found that the people who have their name in their email address were less likely to default. This might suggest an email address is a good gauge of a person’s credit risk. However, if people knew this was a criteria that they were going to be evaluated on, they could adapt and selectively change their email address when applying for a loan, reducing the predictive power of using an email address in making credit decisions.

• **Encouraging Responsible Innovation**: Further innovations in AI can help improve financial services, so encouraging innovation that is responsible is important. Regulatory sandboxes are programs that allow innovators to test their products with less regulatory scrutiny until they are better understood. Critics are concerned they put consumers in harm’s way. The design for these sandboxes and other regulatory measures can help guide the direction AI innovation takes.

**FINAL THOUGHTS**

The financial system is facing major changes in the way it does business. AI is giving it faster and cheaper tools to make predictions that can transform the nature of financial services. These changes can help promote stable and inclusive growth, but they can also breed instability and inequity if not managed well. Policymakers should take note and work towards a vision for AI in the financial sector that serves all.